Oracle® Communications
PMAC Management and Configuration
Release 6.6.x

Configuration Guide
F17461-01

March 2019

ORACLE’



PMAC 6.6 Configuration Guide

Oracle Communications PMAC Configuration Guide, Release 6.6.x
Copyright © 2016, 2019 Oracle and/or its affiliates. All rights reserved.

This software and related documentation are provided under a license agreement containing restrictions on use and disclosure
and are protected by intellectual property laws. Except as expressly permitted in your license agreement or allowed by law, you
may not use, copy, reproduce, translate, broadcast, modify, license, transmit, distribute, exhibit, perform, publish, or display any
part, in any form, or by any means. Reverse engineering, disassembly, or decompilation of this software, unless required by law
for interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-free. If you find any errors,
please report them to us in writing.

If this is software or related documentation that is delivered to the U.S. Government or anyone licensing it on behalf of the U.S.
Government, then the following notice is applicable:

U.S. GOVERNMENT END USERS: Oracle programs, including any operating system, integrated software, any programs
installed on the hardware, and/or documentation, delivered to U.S. Government end users are "commercial computer software”
pursuant to the applicable Federal Acquisition Regulation and agency-specific supplemental regulations. As such, use,
duplication, disclosure, modification, and adaptation of the programs, including any operating system, integrated software, any
programs installed on the hardware, and/or documentation, shall be subject to license terms and license restrictions applicable to
the programs. No other rights are granted to the U.S. Government.

This software or hardware is developed for general use in a variety of information management applications. It is not developed
or intended for use in any inherently dangerous applications, including applications that may create a risk of personal injury. If
you use this software or hardware in dangerous applications, then you shall be responsible to take all appropriate fail-safe,
backup, redundancy, and other measures to ensure its safe use. Oracle Corporation and its affiliates disclaim any liability for
any damages caused by use of this software or hardware in dangerous applications.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective
owners.

Intel and Intel Xeon are trademarks or registered trademarks of Intel Corporation. All SPARC trademarks are used under license
and are trademarks or registered trademarks of SPARC International, Inc. AMD, Opteron, the AMD logo, and the AMD Opteron
logo are trademarks or registered trademarks of Advanced Micro Devices. UNIXis a registered trademark of The Open Group.

This software or hardware and documentation may provide access to or information about content, products, and services from
third parties. Oracle Corporation and its affiliates are not responsible for and expressly disclaim all warranties of any kind with
respect to third-party content, products, and services unless otherwise set forth in an applicable agreement between you and
Oracle. Oracle Corporation and its affiliates will not be responsible for any loss, costs, or damages incurred due to your access
to or use of third-party content, products, or services, except as set forth in an applicable agreement between you and Oracle.

A CAUTION: MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs.
A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your local country from
the list at https://www.oracle.com/us/support/contact/index.html.

See more information on MOS in the Appendix G:

Page | 2 E93270-01


https://support.oracle.com/
http://www.oracle.com/us/support/contact/index.html

PMAC 6.6 Configuration Guide

Table of Contents

R 1 Yo [T o2 o 12
L1 REFEIEINCES ...ttt e ettt et e e e e e bbb et e e e e e s e s bbb et et e e e e e s nber e e e e e e e e e e nnb e eeeaeeas 12
ol (0] 1)/ 1 £ 1 TP PP TR PPPTPPPI 12
R T =T o1 Vo] (oo Y/ SR 14
1.4 How to Use this DOCUMENT...........ciiiiiiiiiiii s 14

2. AcqUIring FirmMWware..........ccooiiiiieecciiis i rrs i sss s s e s s s s s ss s s s s s e s s mmsss s s s s e e e e s nmmnnnsssssseneennnnnnn 15
22 R | PRSPPI 16
2.2 Oracle RACK MOUNTE SEIVET .......ueiiiiieei ittt e et e e e e e e s e sttt e e e e e e s e snnbeeeeaaeeesaanneeees 16

3. NetWOrk ProCeduUres ... s ssssssssssssssssssssnnns 16
3.1 Configure NetConfig REPOSITONY .......ccvvivviiiiiiiiii ettt 16
3.2 Aggregation Switch — netConfig ProCeAUIES ...........cuiiiiiiiiiiiiiee e 34

3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed)

(21100 ] a1 T ) FT TSP PP TP PPPPPPPPPRN 34
3.2.2 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (RMS System, No

PMAC Installed) (NEtCONTIQ).....uuuuureriiiiiiiiieiiieiiieieieirieieeeiererersrerrrrrerererrrerer——. 42
3.2.3 Configure Cisco 9372TX-E Aggregation Switches (PMAC Installed) (netConfig) .......... 51
3.2.4 Replace a Failed 4948/4948E/4948E-F Switch (PMAC Installed) (netConfig) ............... 58
3.2.5 Replace a Failed 4948/4948E/4948E-F Switch (RMS System, No PMAC Installed)

(=200 0] a1 T ) S PREPR 65
3.2.6 Replace a Failed 9372TX-E Switch (PMAC Installed) (netConfig) ........cccccevvvvveeiiiiennnne 73
3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020

Enclosure SWItCh (NELCONTIQ) .. ..uuvvriieiriiiiiiiiiiiiiiieieitieieieieie e e e eerarererarsrerernrnrnnes 78
3.2.8 Replace a Failed TelCO TOC-24GT ....ccoiiiiieiiiiiee ettt et st e e sbaeee e 81

3.3 C-Class Enclosure Switch — netConfig Procedures .........ccccccvviviiiiiiiiiiiiiiieeeeeeeeeeee 87
3.3.1 Configure Cisco 3020 Switch (NetCOoNfig) ........ceeiruiiiiiiiiiiii e 87
3.3.2 Replace a Failed 3020 Switch (N€tCONFIG) .......ceeiiiiiieiiiiiiiiiiiie e 92
3.3.3 Configure HP 6120XG Switch (netConfig) ........ccovvviviiiiiiii 94
3.3.4 Configure HP 6125G Switch (NEtCONTIQ) ..eeovvvieeiiiiiee ittt 99
3.3.5 Configure HP 6125XLG Switch (netConfig) .......ccoovvvvviiiiiiii 104
3.3.6 Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch (netConfig) .........cccceevruvnenn. 109
I A U111V = {0 od=To (U = PSP 112

3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E Switch..........cccceevunneen. 112
3.4.2 Configure SNMP Communities and Trap SEIVEIS .......cccueieiiireieinieeee e sieeeee e 114
3.4.3 Configure SNMPV3 Security Model and Trap SErvVers.........cccccooiiiiiieeiee e 117
3.4.4 Configure Access List to only allow specific IP to use SNMPv2 community String ...... 123
3.4.5 Configure QoS (DSCP and/or CoS) on HP 6120XG SWItChesS .........cceeeeveiiiiiiiiiieeeennn. 127
3.4.6  CoNnfigure POrt IMIITOIING .....ueeeeiiee ettt e e e et e e e e e e s e sanbeaeeeaaeas 129
3.4.7 SwitchConfig to netConfig Repository Configuration .............cccceeiiieieiiiieee e, 132
3.4.8 Cisco Switch SwitchConfig to netConfig Migration ...............ccoveeiiiiiiiiiieie e, 143
3.4.9 HP 6120XG SwitchConfig to netConfig Migration .............ccoeveeieiniieee i 145
3.4.10 Configure DSCP Marking Using iptableSADM ........cccooiiiiiiiiiiiieiiiiieieee e 147

Page | 3

E93270-01



PMAC 6.6 Configuration Guide

3.4.11 Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig) ......ccccccoevevvvvnrnnnn. 148
3.4.12 Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco
4948/4948E/4948E-F (NEICONTIQ) .veveiurieiiiiatiie ittt ettt 150
4. Brocade Switch — SwitchConfig Procedures...........ccccoiiiiiiiiiiiinnnnn 153
4.1 Configure BroCade SWILCNES ........uuiiiiiiiiiiiiiiiiii e e e e e s e e e e e e s s snrarareeaaeseeaans 153
4.2 Upgrade Brocade SWItCh FIrMWAar..........coiiiiiiiiiiiie ittt 156
4.3 Configure Zones in Brocade SWItChES .........uciiiiiiiiiiiiic e 156
4.4 Configure Brocade Switch XNMP Trap Target ......cccccuverireeiiiiiiiiiieeee e csiiiieee e e e e e s ssinnneeee e e e 160
5. SAN Storage Arrays ProCedures............ccoiiiiriininnnnnsnnssssnssssssssssssssssssses 163
5.1 SetIP on Fibre Channel Disk CONrOlErS. ........ccuuuiiiiiiiiieiiiiiie st 163
5.2 Configure Fibre Channel Disk CONtrOlErS..........ccuviiiiie e 164
5.3 Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers........................ 166
5.4 Configure Advanced Settings on P2000 Fibre Channel Disk Controllers...........ccccccccvvvevennnnnn. 167
5.5 Upgrade Firmware on MSA 2012 fc DiSk CONIOHIEIS .......c.uviiiiiiiiiieiiiiee e 168
5.6 Upgrade Firmware on MSA P2000 Disk CONtrollers..........cccevvveviviiiiiiiiiiiiieeeeeeeeeveveeeeeeee e 169
5.7 Replace a Failed Disk iN MSA 2012fC AITAY ...cocuvveieiiiiieeiiiiie ettt 169
5.8 Replace a Failed Disk in MSA P2000 DiSK AITAY.........ettiiiiiiiiiiiiiie e 171
6. Blade Server ProCedures..........ccoocrnnsnnssssssssssssssssssssssssssssssssssssssssssssssssssssses 174
6.1 Upgrade Blade SEerver FiFMWAIE ...........cooiiiiiiiiiiiie ettt et e e e s snbneeesnnnneeas 174
6.2 Confirm/Upgrade Blade Server BIOS SetliNgS .......cocuviieiiiiiieiiiiiee e 175
6.2.1 BIOS Settings for HP SYSteMS ....cccoe i 175
6.2.2 BIOS Settings for Oracle SUN SYSIEMIS.......cuuiii i 178
6.3 Configure Blade Server iLO Password for Administrator ACCOUNt.............cccccevvvvveviviieiiieeenenn, 180
6.4 Access the Server Virtual Serial PO ........oooii oo 182
6.5 Configure Syscheck Default Route Ping TeSt.......cccvvviiiiiiiiiiiiieeeeeeeeeeeee e 183
6.6 Prepare a System for Extended POWer QULAJE ...........covvviiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeee ettt 183
6.7 Bring Up a System After Extended POWEr OQULAGE .......ccoiiiiiiiiiiiiieiiiiee e 184
7. C7000 Enclosure ProCedures...........ccccociiiiirrnnnnnnnss s ssssssssssssssssssssssssssssssnnns 184
7.1 Configure INItIAL QA TP ..ottt 184
7.2 Configure Initial OA Settings Using the Configuration Wizard .............ccccoviiiiiniiiinnieeennieeen. 187
R T o T (U= I @ AN =T o U 41 Y PP 194
7.4 Upgrade or DOwNGrade OA FilMWAIE ..........uiieiiiiiieiiieieeiiteee ettt et e e siaseaessibeeeesaebeeeesnnnneeas 195
7.5 Store OA Configuration on ManagemeNnt SEIVEN .........cccevviiiiiiiiiiiiieieeeeeeeeeeee ettt 196
7.6 Restore OA Configuration from Management SEIVET ...........ccoiiriieiiiieee e 199
7.7 Replace Onboard AAMINISIFALON ........c..eiiiiiiiiie it e e st e e rebee e e s snneeeas 200
7.8 UPAALE IPVA AQUIESS. ..ciiiiiiiiiitie ettt ettt e e oottt e e e e e s e bbbt e e e e e e s e annbreeeeeaeeeaanneeees 203
7.9 UPAALE [PV AGUIESS....ceiiiuiiiiee ittt ettt ettt st e e st bt e e s b et e e s bbb e e e s anbe e e e e anbbeeessnneeeas 206
7.10 Add SNMP Trap Destination 0N OA ... e e e e eaeeees 209
7.11 Disable SNMP Trap Destination 0N OA ........ooo ittt 211
7.12 Delete SNMP Trap Destination 0N OA ... e e e e 211

Page | 4 E93270-01



PMAC 6.6 Configuration Guide

8. Management Server Procedures..........ccocceiiiiiiiininssnnns s 212
8.1  IPM MaNAQEMENT SEIVET.......uuiiiiiieiiiiiiireiit ettt e et e e s e r et e e e s e e e e e e e s e s s annrrees 212
8.2 Upgrade Management SErVEr FIMWAIE ..........ccccuriiiieeeeiiiciiieie e e e s s srere e e e e e s snrrane e e e e e s s enneeees 213

8.2.1 Upgrade DL360/DL380 Server FiMMWAIE..........cuiiiueiiaiiieeeeiiiieeesiieeeessineeeessineeeesseineeas 213
8.2.2 Upgrade Oracle Rack Mount Server FIrMWAare ..........ccooiiiiiiieeieeeiiiiiineeee e e sesiienneeee s 214

9. PMAC ProCeUIES ......comeeeiiiiiiirrimeencsss s e rrssmmsssssss s s e s e ssmmssssssss s s s n s s nmmsssssssssennnsnmnssssssssnnnnns 214
9.1 Install TVOE on the Management SEIVET........cocuuiiiiiiiiieiiiiie ettt 217
9.2  Configure TVOE NEIWOTK .......uuuiiiieeeiiiiiieiieeie e e sssitite e e e e e e s sestste e e e e e e s s ssastaaeeeeaeessssntrareaeeeesannsnsnnes 217
9.3 DEPIOY PIMAC GUESL ...eeiiiitiiiee ittt ettt ettt ettt ettt e skttt e e skt e e s bbbt e e s abbn e e e s anbbe e e s anneeeas 227
9.4 SELUP PMAC ...ttt ettt ettt s e b e Rt e s R n e enre e 231
9.5 Configure PMAC APPIICALION ......iiiee ittt e e st e e s s e e e e e s s e e e e e e s s snnbrareeeeeesennnnnenes 236
9.6 Add Cabinet and Enclosure to the PMAC System INVENTOIY .........ccoivieieiiiiiieiiiiiee e 240
9.7 Edit an Enclosure in the PMAC System INVENTOIY .........ccvvvvviiiiiiiiiiiieceeeeeeeeeeeeeeeeeeeee e 243
9.8 Add ISO Images to the PMAC Image REPOSITOIY ........eiiiiiiiiiiiiiiiieiiiieee it 245
9.9 IPM Servers Using PMAC APPHCALION .......ccovviviiiiiiiiiiieecee ettt 249
9.10 Install/Upgrade Applications USINg PMAC .......ocuuiiiiiiiiiieiiie et 251
9.11 Patch Applications USING PIMAC .........oiiiiiiiiiie ittt e e 254
9.12 Install PMAC on Redundant DL360 OF DL38O0 ........ccccuviieiirriieiiireee e e 257
9.13 Configure Management Server SNMP Trap Target........cocueeieiiiiieiiiiiieiiiee e 260
9.14 Install and Configure PMAC NetBackup Client ............ccoovvviiiiiiiiiiiieeeeeeeeeeeee 261
9.15 Add Rack Mount Server to the PMAC System INVENTOIY ........coccuveieiiiiiieiiiiee e 262
9.16 Edit Rack Mount Server in the PMAC System INVEeNOry .........c.covvvvveviiiiiiiiiiiiieiieveeeeeeeeeeee 265
9.17 Find and Add a Rack Mount Server to the PMAC System Inventory.........ccccccccvveveviveieeenenennn, 267
9.18 Accept Upgrades USING PMAC ......ooouiiiiiiiiiii ettt ettt st e s nbne e e nnneees 271
9.19 Reject Upgrades USING PIMAC .......oooiiiiiiiiieieeeeeeeeee ettt ettt ettt 273
9.20 Accept PatChes USING PMAC .......ooiiiiiiei ittt sttt s 275
9.21 Reject PatChes USING PMAC ........o ettt ettt ettt 277
9.22 Initialize PMAC APPIICALION ..ccoeviieeiiiiieieie ettt ettt 279

9.22.1 Initialize PMAC Application USING CLI .......ccuiiiiiiiiiiiiiiiee e 279
9.22.2 Initialize PMAC Application Using the GUI...........cccccoooviviiii 282
9.23 Configure PMAC Application Guest NetBackup Virtual DiSK ............ccccvevereeeiiiiiiiieenee e 286
9.24 PMAC Guest Migrate NetBackup Client to New File System .........cccccccvvviviviiiiiiiiiiiiiceee 287
9.25 Update the TVOE Host SNMP Community String from the GUI...........cccooviiiii, 287
9.26 Configure PMAC Application Guest Isoimages Virtual DiSK ............ccccviriieeeiniiiiiiieeee e, 293
9.27 Certificate ManQQEMENL .........coviiiiiiiiii ettt ettt ettt 294
9.27.1 Generate a New Certificate Signing REQUEST .........ccooiiiiiiiiiiii i 294
9.27.2 Update an HTTPS CertifiCate ........oiuueiiiiiiee e 296
9.27.3 Import an HTTPS CertifiCate .......cuueiiiiiiieiiiiiiee et 299
9.27.4 Delete an HTTPS CertifiCate ........ooiuueiiiiiiee e 303
9.28 Use the PMAC File Management SYSTEM .. ....oiiuiiiiiiiiaee ittt 304
9.28.1 Use the PMAC File Management System to Delete Files .........ccocccvviieiiiiiiieciiieenee 304
9.28.2 Use the PMAC File Management System to View Files ........cccccoiiiiiiiiiiiniiiieeenn, 306
9.28.3 Use the PMAC File Management System to Download FileS...........ccccceiviiiieiiiiieenene 307

Page | 5 E93270-01



PMAC 6.6 Configuration Guide

9.29 Delete ISO Images from the PMAC Image REPOSIHOIY .........uvvviiieeiiiiiiiieeie e s ssiieeee e e e e e s 308
9.30 Configure PMAC Domain NamMeE SYSTEM ......cciiiiiiiiiiiiiiieiiiiee ettt 310
9.31 Set User Authentication 0N the PIMAC .........ooiiiiiiiiiiiiee ettt 314
9.32 Configure the PMAC into an Existing Single Sign-On (SSO) Domain ...........ccccccvvveeeeeeeiicvnnne, 315
9.33 Configure an LDAP Server 0N the PMAC ...t 319
9.34 Transfer Image from PMAC Repository to Other SEIVErS........occvviiiiiiieiiiiiie e 321
10. Configure SAN ProCeaduUres ..........cuuiiieeemmmmmmmmmmmmnnnnsssssssssssssssssssssssssssssssssssssssssssssssssssssnnn 323
10.1 Configure SAN Storage Using PMAC APPLICALION ........cccuiiiiiiiiiiiiiiiieee e 323
10.2 Remove SAN Volume from Blade Server Without Preserving Existing TPD Installation ......... 326
11. Virtualization ProCedures ...........ccooiiimciiiiiiirrrscmsssss s s s s s s ssmsssssss s s s s s s mmsssssssss s s e e s nnmnnns 327
11.1 Create Guest Server Using PMAC APPIICALION ........uueiiiiiiiiiiiiiieeeiiieee st 327
11.2 Delete Guest Server Using PMAC ApPlication .........ccovvviiiiiiiiiii e 333
11.3 Create Guest Server from Guest Archive Using PMAC Application ..........ccccocvveeiiiieeieiiiieeene 334
12. General TPD-Based Application Procedures.............cooiiimiiiieccciiiiirrrr e e e e e 341
12.1 BACK UP TVOE ...ttt ettt st b e hb e st e e s ab e e e abe e e nbn e e snr e e e nnne e e 341
12.2 Configure NTP on TPD-Based APPlICALION .........c.ooouiiiiiiiiieee e 342
12.3 Add SNMP Trap Destination on TPD-Based Application...........ccccevvveviviiiiiieeeeeeeeeeeeeee 344
12.4 Delete SNMP Trap Destination on TPD-Based ApPliCatioN...........occeeiiiiieeiiiiiee i 345
12.5 Install the NetBackup Client Application.............ccooovviiiiiiii e 346
12.6 Change SNMP Configuration Settings for iLO2 ..., 348
12.7 Change SNMP Configuration Settings for iLO3 and iLO4 ..........ccoiiiiieiiiiieeeiieee e 350
12.8 Change SNMP Configuration Settings for iLOM ..., 352
12.9 Install NetBackup Client with NDAULOINSTAIL............ocviiiiiiiii e 353
12.10Install/Upgrade NetBackup Client with platcfg ..., 353
12.11Create LV and Filesystem for NetBackup Client SOftware..........cccocveeeiiiiieiiiiiiee e 358
12.12Migrate NetBackup Client to New File@SYSIEM ........ccuiiiiiiiiiiiiie e 359
12.13Create NetBackup Client Config File.........cooooriiiiiiii 359
13. TVOE HOSt Procedures........oouueciiiiiiiieecccrsss s s s rsscmmssssss s s s s s s smmmssssss s s s e e e s s mmmnsssnss s s e e s nnmmnns 360
13.1 Enable Virtual Guest Watchdogs as Appropriate for the Application ............ccocceeiiiiiiiiinnne 360
13.2 Configure TVOE NetBackup Client ..., 361
Appendix A.  USING WINSCP ... rrrrr s mssssss s s s s s s s s s s s e n e s s s s s s e e e e e nmmnnn 362
Appendix B. Install P2000 MSA USB DIiVer .......coovieeeciiiieirrrrecesssss s s e rnsssmmsssssss s e e s e snmnnns 363
Appendix C. Determine which Onboard Administrator is Active ........cccccevviviiriiininennnnns 366
Appendix D. PMAC Features Configuration..........cccceviiiiiiiiiiisisisssssssss e 367
APPENTIX D1 OVEIVIEW ...ttt e e ettt e e e e e e s bbbt e e e e e e e e s anbe bt e e aaeeeeaannbneeeaeaens 367
Appendix D.2  ENADIiNG FEAIUMES.....co.uuiiieiiiii et 367
AppendiXx D.3  EditiNG ROIES ....cciiiiiieiiit ettt 367
APPENTIX D4 FRALUIES ...ttt ettt e e e e e s bbbt e e e e e e e e s anb b b e e e e e e e s e e annbbneeaeaens 367

Page | 6 E93270-01



PMAC 6.6 Configuration Guide

Appendix S.4
of the PMAC

APPENAIX D5 GUIUSAQE ..eveiiieieiiiiiiiiiie e e e e sttt et e e e s s st e e e e e e s e et e e e e e e e sssnsataneeaaeesasnsnranneeaesnannns 367
APPENAIX DB CLIUSAGE ...ttt ettt e et e e st e e et e e e anbne e e e e 368
Appendix E. Access and Exit a Server Console Remotely Using iLO................ccvreeueeeee 368
Appendix E.1  Access a Server Console REMOtElY ..........vvviviieiiiiiice e 368
Appendix E.2  Exit a Guest Console Session 0N an iLO .........cooiiiiiiiiiiiiieeiecee e 369
Appendix F. Attach an ISO Image to a Server Using iLO or iLOM .........cccccccceeiirirrrrnceee 369
Appendix F.1 Attach an ISO Image to an HP Server USiNg iLO ......ccccccveeiiiiiiiieieee e cciiiieeee e 369
Appendix F.2  Attach an ISO Image to an Oracle Rack Mount Server Using iLOM ............cc.cc...... 375
Appendix G. Upgrade Cisco 4948 PROM............oooiemcciiiiiirrrremssssss s s s s e s smsssssss s s e s e s enmnnns 378
Appendix H. Operational Dependencies on Platform Account Passwords ................... 381
Appendix H.1 PMAC Credentials for Communication with Other System Components................. 381
Appendix H.2 PMAC GUI Account CredentialS.........cccoeieieieiiie e 383
Appendix H.3  PMAC Linux User Account CredentialS ...........ccoovuviieiiiiiieiniieeeeieeeeee e 384
Appendix H.4 NetConfig Manager PaSSWOIQ.........cccooiiiie i 384
Appendix |. Disable SNMP onthe OA .......... e s r e nmanns 384
Appendix J. Downgrade Firmware on a 6125G Switch.......ccccccciiiiimiriecccceeeeeeeeee, 386
Appendix K. Downgrade Firmware on a 6125XLG Switch ......cccccccceiiiimiiiiccccinerneeeee, 396
Appendix L. Change Switch Passwords (netConfig) ........cccuvrrrrmmmmmmmmmsmmmmsmsnssnnsssssnnnnnnnnn 406
Appendix M. Uninstall Symantec NetBackup Client...........cccccvviiiiiiiiiiiinnnsnnnsssseseeeeeeeeees 408
Appendix N. Configuring NUMA on pmac-deploy ........ccccemrmmrmmmmmmmmnmmsmssnsssssssssssssssssssnnns 414
Appendix O. Update the PMAC GSOAP Cipher List .........cooiiimieciiriecciireecee e 415
Appendix P. Update the TPD-Provd Cipher List ..........ccooiiiimmmimmccrrrerrrreecescsns e eee e 420
Appendix Q. Increase the PMAC NetBackup Filesystem Size ..........cccccvvriiiiiiiiininnnnennnns 422
Appendix R. netConfig Backup Configuration/Restore Configuration/Upgrade
Firmware with TPD Cipher Change..........ccuuuiiiiiiiiiimmnssssssssssssssssssssssssssssss s sssssssssssssssnee 429
Appendix S. Enable SNMPv3 Support on the PMAC...........oo e e e 431
APPENTIX S.1  PrerEQUISITES ...eiiiiiiiieiitiii ettt e et s et e sttt e s et e e e s s e e e enbaeeeeneee 431
APPENIX S.2  LIMIEATIONS ...ttt e e e et e e e e e e e st e e e e e e e e e e nanbneeeaeeans 432
AppendixX S.3  Procedural NOES: .....cocuuiiiiiiiiiie it e e e e e 432

Obtaining the IPv6 of a server (guest, blade, or RMS) on the control network
432

Appendix S.5 PMAC Procedures for Converting to SNMPV3 ........oooiiiiiiiiiiiiieee e 434
Appendix T. My Oracle Support (MOS) .........ccoeiiiimmimmmmmirrrrrrrrr e 438
Page | 7 E93270-01



PMAC 6.6 Configuration Guide

List of Tables
LI oI Yo 010} 1 - PO PP PPPPPPPPPPPPT 12
Table 2. Installed Packages and Services for NetBackup Client 7.0, 7.1, 7.5, and 7.7 ...........ccccvveeerenn. 409

List of Figures

Figure 1. Example of a Procedure Step Used in ThiS DOCUMENT .........c.ueviiiiiiieiiiiiie e 15

List of Procedures

Procedure 1.
Procedure 2.
Procedure 3.
Procedure 4.
Procedure 5.
Procedure 6.
Procedure 7.
Procedure 8.

Procedure 9.

Procedure 10.
Procedure 11.
Procedure 12.
Procedure 13.
Procedure 14.
Procedure 15.
Procedure 16.
Procedure 17.
Procedure 18.
Procedure 19.
Procedure 20.
Procedure 21.
Procedure 22.
Procedure 23.
Procedure 24.
Procedure 25.
Procedure 26.

Procedure 27.
Procedure 28.
Procedure 29.
Procedure 30.
Procedure 31.

Page | 8

Configure NetConfig REPOSITONY .......ccoiiiiiieiiiiie ettt 19
Configure Cisco 4948/4948E/4948E-F Aggregation SWItChES ............uvvvvvvvivivinininininininnn. 36
Configure Cisco 4948/4948E/4948E-F Aggregation Switches ............ccccevviiiiiiiiicn 44
Configure Cisco 9372TX-E Aggregation SWItChES ..........ccooviiiiiiiiiiinic e 53
Replace a Failed 4948/4948E/4948E-F SWItCh ...........ovvviiiiiiiiiiiiiiieiiiiiieieinieivieveeieeainenens 59
Replace a Failed 4948/4948E/4948E-F SWItCh .......ccoioiiiiiiiiiii e 66
Replace a Failed 9372TX-E SWILCN ........uuiuiiiiiiiiiiiieiiieieieieieiereisisrereeererersrersrnnnenrernrnr. 74
Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
ENCIOSUIE SWILCRN....ciiii ittt e e e e e e s et e e e e e e e e snnteraeeeeeeeeannns 79
Replace a Failed TelCO TEC-24GT ....ouuiiieiiiiie ittt 82
Configure Cisco 3020 Switch (NEtCONTIQ) ....vuvurrruririiiiiiiiiiiiiiiiiiiieieieierererererrrnerenrnern. 88
Replace a Failed 3020 SWILCH ........ooiiiiiiii e 93
Configure HP 6120XG SWILCN.......uuuiiiiiiiiiiiiiiiiieiiiiieieieieieiererernrernrerererernrnrerernrnrnrnrnrnrnrnrnne 95
Configure HP B125G SWILCH ....ccoiiiiiiiiiiiiie et 99
Configure HP 6125XLG SWILCN......uuuuiiiiiiiiiiiiiiiiiiiiiiieiiieieieieiaieeeeeaeeneeeernenenesenenesrsrnrnrnne 104
Replace a Failed HP (6120XG, 6125G, 6125XLG) SWItCh .......ccceiviiiiiiiiiiiciiiceeee 109
Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E Switch .......ccccccvveeennnns 113
Configure SNMP Communities and Trap SEIVEIS ..........uuuuururmruimimrminierernininrninininnn. 114
Configure SNMPv3 Security Model and Trap SEIVEIS .......cocveiiiiieeeiiiiieee e 118
Configure Access List to allow specific IP to access SNMPV2 ............cvvvvvvvvivininininnnnnnn. 124
Configure QoS (DSCP and/or CoS) on HP 6120XG SWILChES..........uuvvivivivirivinininininnnnns 128
CoNfIGUIE POt MIFTOFING .. ceeiitieee ettt e et e e e st e e e e sbneeeean 130
SwitchConfig to netConfig Repository Configuration...............ccccvveieieieinieieininininininin. 134
Cisco Switch SwitchConfig to netConfig Migration ..............occciiiiiiiiiiiieeiee e 144
HP 6120XG SwitchConfig to netConfig Migration .................euvevuiviiiiieieiniiieirininen. 146
Configure Speed and Duplex for 6125 XLG LAG Ports (NetConfig)........cccevvvveeeriiieeenns 149
Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco
4948/4948E/A948E-F (NELCONTIQ) ..uveeiiiiiiiie ettt 151
Configure Brocade SWILCNES.........coiiiiiiiiiiii e 153
Configure Zones in Brocade SWItChES .........ocuuiiiiiiiiieiiiiiee et 157
Configure Brocade Switch XNMP Trap Target ........ccceoiiiiiiiiiiiaeieiiiieeeee e 160
Set IP on Fibre Channel Disk CONtrollers .........cccuvviiiiiieis e 164
Configure Fibre Channel Disk CONrolIErS ........ccoiiuiiiiiiiiiiiiiiiiee e 164
E93270-01



PMAC 6.6 Configuration Guide

Procedure 32.
Procedure 33.
Procedure 34.
Procedure 35.
Procedure 36.
Procedure 37.
Procedure 38.
Procedure 39.
Procedure 40.
Procedure 41.
Procedure 42.
Procedure 43.
Procedure 44.
Procedure 45.
Procedure 46.
Procedure 47.
Procedure 48.
Procedure 49.
Procedure 50.
Procedure 51.
Procedure 52.
Procedure 53.
Procedure 54.
Procedure 55.
Procedure 56.
Procedure 57.
Procedure 58.
Procedure 59.
Procedure 60.
Procedure 61.
Procedure 62.
Procedure 63.
Procedure 64.
Procedure 65.
Procedure 66.
Procedure 67.
Procedure 68.
Procedure 69.
Procedure 70.
Procedure 71.
Procedure 72.
Procedure 73.
Procedure 74.
Procedure 75.

Page | 9

Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers ............. 166
Configure Advanced Settings on P2000 Fibre Channel Disk Controllers....................... 168
Replace a Failed Disk in MSA 2012fC AITAY .....uvuiireeeieiiiiieeeee e e s esiiieeee e e e e e ssrnraeeeeaeeesnns 170
Replace a Failed Disk in MSA P2000 DiSK AITAY ........cccuvuiirieeeeiisiiiieeeeee e s sseineneeeeaeee e 171
BIOS Settings for HP SYSIEIMS .....oiiiiiiiiieiiite e 175
BIOS Settings for Oracle SUN SYSIEMS .......ccuviiiiiie e e e 178
Configure Blade Server iLO Password for Administrator Account ..........ccccoovviivieeeennnn. 181
Access the Server Virtual Serial PO ..........oooiiiiiiiiiii e 182
Configure Syscheck Default ROUtE PiNG TESt.......cuviiiiiiiiieiiiiiee et 183
Prepare a System for Extended POWer OULAJE..........c.evieiiiiiieiiiiiee e 183
Bring Up a System After Extended Power OULAgE ..........cuveveveeiiiiiiiieiee e ceviiieee e 184
Configure INItIAI OA TP ...ttt e e e sbreee e 185
Configure Initial OA Settings Using the Configuration Wizard............ccccccceeeveviiviennnnnnn. 187
CONFIGUIE OA SECUNILY ...eeeeeiiiiiee ettt ettt et e et e e et e e e s st b e e e e sbneeeean 194
Store OA Configuration on Management SEIVEN ...........uuuuuururuiuimiminimieieinrnirinininnn. 196
Restore OA Configuration from Management SErVEr.............uueuuuereieiermimimineririnrneninn. 199
Replace Onboard AdMINISIIAtOr. .........cvuiiiiiiiie e 201
UPAAte TPV AGUIESS ...veeiviieieieiitiieieteeeteteteteteeeeseeeaeeseeeeseseseseeessesssssessesssssesensssssnssensnsnnnnes 203
UPdAte IPVE AGAIESS .....eieiiiiieei ittt ettt et e e 206
Add SNMP Trap Destination on OA.........ccooiiiiiiii e 209
Disable SNMP Trap Destination 0N OA .........oooiiiiiiiiie et 211
Delete SNMP Trap Destination 0N OA..........ooiiiiiiiieiiie e 211
IPM the Management SEIVET ... 213
Configure the TVOE NEIWOTK .....oouuiiiiiiiiie ittt e e 218
(1T o] (o)A Y N A U 1= P 227
SEEUP PMAC ..ttt e et e e e e e e s 231
Configure PMAC APPLICALION ....coiiiiiiiiiiiiiee ittt e e abaee e 236
Add Cabinet and Enclosure to the PMAC System Inventory..........cccccccevvveveiiiiievenenenn, 240
Edit an Enclosure in the PMAC System INVENLOIY.........ccooiiiiiiiiiiiieiiee e 243
Add I1SO Images to the PMAC Image RepOSItOry .........cccccvvvvvvviiiiiiiiiiieeeeeeeeeeeeeeeeeee 245
IPM Servers Using PMAC ApPlCAtION .........uiiiiiiiiiiie e 249
Install/Upgrade Applications Using PMAC...........ccccciiiieee 252
Patch Applications USING PIMAC ..........uuuiiiieiiieieieiiieieieieisieesrsrsrsesrersrers ... 254
Install PMAC on Redundant DL360 OF DL380 ........cooiccuviiiiiieeeeeiiiiiieere e e e s sniiieeeeee e e e 257
Configure Management Server SNMP Trap Target .........cccccvuvevmiermimimieininininininininn. 260
Install and Configure PMAC NetBackup Client..........ccviiiiiiiiinieieiee e 261
Add Rack Mount Server to the PMAC System INVentory .........ccccccevvvvveieieieieieiiieeeeeeeee 263
Edit Rack Mount Server in the PMAC System INVENOrY..........ooccceeviiiieeiiiiiiee e 266
Find and Add a Rack Mount Server to the PMAC System Inventory ............cccccceveeenee 268
Accept Upgrades USING PIMAC ........ui ittt e e e e e e e 272
Reject Upgrades USIiNg PMAC ... ...ttt 274
Accept Patches USING PIMAC ...ttt e e e e e e 276
Reject Patches USING PMAC .......ooiiiii ettt 277
Initialize PMAC Application USING CLI ......c..uiiiiiiiieiiiiie e 280

E93270-01



PMAC 6.6 Configuration Guide

Procedure 76.
Procedure 77.
Procedure 78.
Procedure 79.
Procedure 80.
Procedure 81.
Procedure 82.
Procedure 83.
Procedure 84.
Procedure 85.
Procedure 86.
Procedure 87.
Procedure 88.
Procedure 89.
Procedure 90.
Procedure 91.
Procedure 92.
Procedure 93.

Procedure 94.
Procedure 95.
Procedure 96.
Procedure 97.
Procedure 98.
Procedure 99.
Procedure 100
Procedure 101
Procedure 102
Procedure 103
Procedure 104
Procedure 105
Procedure 106
Procedure 107
Procedure 108
Procedure 109
Procedure 110
Procedure 111
Procedure 112
Procedure 113
Procedure 114
Procedure 115
Procedure 116
Procedure 117
Procedure 118
Procedure 119

Page | 10

Initialize PMAC Application Using the GUI ..........cccooiiiiiiiiiice e e e 282
Configure PMAC Application Guest NetBackup Virtual DisK...........ccccoovveiiiiiieeiiiinenee 286
Update the TVOE Host SNMP Community String from the GUI ............c.ooocciiiveeeennnns 288
Configure PMAC Application Guest Isoimages Virtual DisK............ccccovvvveeiiiiiciiinnnnnn. 293
Generate a New Certificate Signing REQUEST ..........eeiiiiiiiiiiiiieereee et 295
Update an HTTPS CertifiCate .......ccvviiiiie et r e rrnran e e e e e e 297
IMport an HTTPS CertifiCate .........iii it 300
Delete an HTTPS CertifiCate.......cuuuiiiiiiiieiiiiee et 303
Use the PMAC File Management System to Delete Files ..........cccccvviiiiiiie e 304
Use the PMAC File Management SYSTEM .......coociiioiiiiiieiiie e 306
Use the PMAC File Management SYSIEM ........uuiiiieeiiiiiiiiireee e ccsiineee e e e ssneneee e e e e 307
Delete ISO Images from the PMAC Image RepOSItOry.........ccccovuvieeiiiiieeniiiiee e 309
Configure PMAC Domain Name SYSIEM ......ccciciviiiiiiee it eee e e s s seiveee e e e e s snnnaneeeeee s 310
Configure the PMAC into an Existing Single Sign-On (SSO) Domain...........ccccceveveeeenne 315
Configure an LDAP Server on the PMAC ..........uuiiiiiiiiiiiiiiiiieiiieieieinieieieneeeeereininnennrnnnn. 319
Transfer Image from PMAC Repository to Other Servers..........ccccceeeeee e, 321
Configure SAN Storage Using PMAC AppliCation ............cooiiiiiiiiiiiiiiiecnieee e 324
Remove SAN Volume from Blade Server Without Preserving Existing TPD
INSTAIIALION ...ttt e e e e et e e e e e s e st e r e e e e e e e e e annn 326
Create Guest Server Using PMAC APPlICAtION.........ccooiiiiiiiiiiiieiiiee e 327
Delete Guest Server Using PMAC ApPlICatioN ..............uviiiviiiuiiiiiiieiiieieininininininininennn. 333
Create Guest Server from Guest Archive Using PMAC Application............ccccccvvvveinnnnns 335
BACK UP TVOE ... ettt ettt e e et e e e 341
Configure NTP on TPD-Based APPliCAtiON ............uuuuuuiiiiiiiiiiiiiiiiininieiereeeinierninnnennn. 342
Add SNMP Trap Destination on TPD-Based Application ...........cccccvvieeiiiiineeiniiee e 344
. Delete SNMP Trap Destination on TPD-Based Application .............cccccccvevvviviviiinnnnnnnn. 345
. Install the NetBackup Client AppliCation ............ccooviviiiiiiiieeeeee 347
. Change SNMP Configuration Settings for iILO2..........ccooiiiiiiiiiiieiiiee e 349
. Change SNMP Configuration Settings for iLO3 and iLO4...........ccccccvevvviveiiiiiiiiiiiieeee 350
. Change SNMP Configuration Settings for ILOM...........coooiiiiiiiiieiiie e 352
. Install NetBackup Client with nbAutoInstall ...............ccccoviiiii 353
. Install/lUpgrade NetBackup Client with platCfg.........c.ooeiiiiiiiiiiiii e, 354
. Create LV and Filesystem for NetBackup Client Software ...........cccccceeiiiiiieiiiiieenninenn. 358
. Migrate NetBackup Client to New Filesystem..........ccccccccvvvviiiiii 359
. Create NetBackup Client Config File ..........oooiiiiiiii e 360
. Enable Virtual Guest Watchdogs as Appropriate for the Application ............c.ccccooeeee. 360
. Configure TVOE NetBackup CHENt........ccuiiiiiiiiiie e 361
. Copy a File from the Management Server to the PC DeSKtop .......cccccooviuvvieeieeiiniinininee. 362
. INStall P2000 MSA USB DIIVET ....ueiiiiieiiititeeet ettt e e e e e e 364
. Determine which Onboard AAMINIStrator iS ACHIVE .........cceeeivviiiiiieeie e 366
. Access a Remote Server CONSOIE ........oouuiiiiiiieeee et 368
. Attach an 1SO Image to an HP Server USiNg iLO .........cooiiiiiiiiiii e 370
. Attach an ISO Image to an Oracle Rack Mount Server Using iLOM ...........cccccoeeviinnnnen. 375
. Upgrade CiSCO 4948 PROM .......uuiiiiiiiiiiiiieeee ettt e et e e e e 378
. Disable SNMP 0N the OA ...t e e e e e s e re e e e e e s e nnnaeees 385
E93270-01



PMAC 6.6 Configuration Guide

Procedure 120.
Procedure 121.
Procedure 122.
Procedure 123.
Procedure 124.
Procedure 125.
Procedure 126.
Procedure 127.

Procedure 128.

Procedure 129.

Procedure 130.
Procedure 131.
Procedure 132.

Page | 11

Downgrade Firmware on a 6125G SWILCH .........uuviieiiiiiiiiiicc e 386
Downgrade Firmware on @ 6125XLG SWILCH.........ccoiiiiiiiiiiii e 396
Change Switch Passwords (NetCONTIQ) ....uveveeiiiiiiiiiiee e 407
Uninstall Symantec NetBackup ClENt ..........cuviiieiiee e e e e e e 408
Update the PMAC GSOAP Cipher LiSt.......cuuviiiiiiieeiiiieeeiece et 416
Update the TPD Provd CIPher LiSt.........cciiiiiiiiiiiiee e er e e e s sirane e e e e 420
Increase the PMAC NetBackup Files System Size ... 423
Turn Off Cipher List Before Backup Configuation/Restore Configuration/Upgrade
FIrmware COMMANG........ooiiiiiieiiiiee ettt e e e snbee e e e snbee e e s snbee e e e aneee 430
Resume Cipher List After Backup Configuation/Restore Configuration/Upgrade
FIrmware COMMEANG........oooiiiiieiiiiie e et e e st e e et e e e nnbee e e e aneee 430
Updating the SNMP Service on Existing Remote Servers on the PMAC Control
N[ o] PP SUPPRPR 434
Update the SNMP Service on the PMAC Server to Support SNMPV3.........ccccccvvvvviinnns 435
Update the PMAC Messaging System to Support SNMPV3 ..o 436
Setting the PMAC SECUNLY LEVEIS.....ccoiiiiiiiiiiiee ettt 437
E93270-01



PMAC 6.6 Configuration Guide

1. Introduction

This document describes the procedures to configure third-party hardware and platform components that
make up Platform 7.6.x configurable hardware components include HP ProLiant and Oracle rack mount
servers (RMS), HP ¢7000 enclosures with HP blade servers, HP and Cisco switches, and HP external
storage systems. Platform components include the firmware for various hardware components and the
Platform Management and Configuration (PMAC) application to provision and manage those components
when hosting feature applications.

Before executing any procedure in this document, power must be available to each component and all
network cabling must be in place.

The procedures in this document are not presented in any specific order. Each procedure describes a
discrete action. Application engineers need to reference individual procedures in their specific installation
and configuration procedures. The application documentation provides the proper sequencing of
procedures, application-specific supplemental steps, and passwords to use during the configuration.

1.1 References

For HP Blade and RMS firmware upgrades, Software Centric customers need the HP Solutions Firmware
Upgrade Pack, Software Centric Release Notes on https://docs.oracle.com/en/industries/communications
under Platform documentation. Beyond the minimum version specified for the Platform below, the
application dictates which Firmware Upgrade Packs to use.

[1] TPD Initial Product Manufacture Software Installation Procedure
[2] HP Solutions Firmware Upgrade Pack

The latest version is recommended if an upgrade is to be performed; otherwise, version 2.2.12 is the
minimum. This pack includes both documentation and firmware media. For HP G6 server models,
HP FUP 2.2.10 is the last HP FUP that provides support and is the minimum for G6 servers.

[3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

The latest version is recommended if an upgrade is performed; otherwise, version 2.2.12 is the
minimum. For HP G6 server models, HP FUP 2.2.10 is the last HP FUP that provides support and is
the minimum for G6 servers.

[4] Oracle Firmware Upgrade Pack Release Notes

The latest version is recommended if an upgrade is performed; otherwise, version 3.1.8 is the
minimum.

[5] Oracle Firmware Upgrade Pack Upgrade Guide, version 3.1.8.
[6] PMAC Incremental Upgrade Procedure, Release 6.6.
[71 PMAC Disaster Recovery, Release 6.6.

1.2 Acronyms

Table 1. Acronyms

Acronym Definition

AES Advanced Encryption Standard
BIOS Basic Input Output System

CA Certificate Authority

CSR Certificate Signing Request
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Acronym Definition

DES Data Encryption Algorithm

DNS Domain Name System

DSCP Differentiated Services Code Point, a form of QoS
DVD Digital Versatile Disc

EBIPA Enclosure Bay IP Addressing

FMA File Management Area

FQDN Fully Qualified Domain Name

FRU Field Replaceable Unit

HP c-Class HP blade server offering

HP FUP HP Firmware Upgrade Pack

iLO Integrated Lights Out remote management port
iLOM Integrated Lights Out Manager

IE Internet Explorer

IPM Initial Product Manufacture — the process of installing TPD on a hardware platform
MD5 Message Digest Algorithm 5

MP Message Processing Server

MSA Modular Smart Array

NAPD Network Architecture Planning Diagram

NMS Network Management System

NO Network OAM&P Server

OA HP Onboard Administrator

OAM&P Operations, Administration, Maintenance, and Provisioning
(OF] Operating System (e.g. TPD)

osDC Oracle Software Delivery Cloud

PMAC Platform Management and Configuration

QOSs Quiality of Service

RMS Rack Mount Server

SAN Storage Area Network

SFTP Secure File Transfer Protocol

SHA Secure Hash Algorithm

SNMP Simple Network Management Protocol

SO System OAM&P server

SSO Single Sign On

TPD Tekelec Platform Distribution

TVOE Tekelec Virtual Operating Environment
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Acronym

Definition

VSP

Virtual Serial Port

1.3 Terminology

Term Definition
Community An SNMP community string is a text string used to authenticate messages sent
String between a management station and a device (the SNMP agent). The community

string is included in every packet that is transmitted between the SNMP manager and
the SNMP agent.

Domain Name

A system for converting hostnames and domain names into IP addresses on the

System Internet or on local networks that use the TCP/IP protocol

Management An HP ProLiant DL 360/DL 380 or Oracle RMS that has physical connectivity required

Server to configure switches and may host the PMAC application or serve other configuration
purposes.

NetBackup Feature that provides support of the Symantec NetBackup client utility on an

Feature application server.

Non-Segregated
Network

Network interconnect where the control and management, or customer, networks use
the same physical network.

PMAC An application that supports platform-level capability to manage and provision platform
components of the system, so they can host applications.

Segregated Network interconnect where the control and management, or customer, networks use

Network separate physical networks.

Server A generic term to refer to a server, regardless of underlying hardware, be it physical

hardware or a virtual TVOE guest server.

Software Centric

A term used to differentiate between customers buying both hardware and software
from Oracle, and customers buying only software.

Virtual PMAC

Additional term for PMAC - used in networking procedures to distinguish activities
done on a PMAC guest and not the TVOE host running on the Management server.

1.4 How to Use this Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is as
a reference for disaster recovery procedures. When executing this document for either purpose, there
are a few points to help ensure the user understands the document’s intent. These points are as follows:

o Before beginning a procedure, completely read the instructional text (it displays immediately after the
section heading for each procedure) and all associated procedural WARNINGS or NOTES.

o Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural step fails to execute successfully, stop and contact Oracle’s Help Center for assistance
before attempting to continue. See Appendix T for information on contacting My Oracle Support (MOS).

Figure 1 shows an example of a procedural step used in this document.

e Any sub-steps within a step are referred to as step X.Y. The example in Figure 1 shows steps 1
through 3, and step 3.1.

e GUI menu items, action links, and buttons to be clicked on are in bold Arial font.
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e GUI fields and values to take note of during a step are in bold Arial font.

o Where it is necessary to identify the server explicitly on which a particular step is to be taken, the
server name is given in the title box for the step (for example, ServerX in step 2 Figure 1).

Each step has a checkbox the user should check to keep track of the progress of the procedure.

The Title column describes the operations to perform during that step.

Each command the user enters, and any response output, is formatted in 10-point
Courier font.

Title Directive/Result Step
1. | Change directory Change to the backout directory.
D $ cd /var/TKLC/backout
2.| ServerX: Connect | Establish a connection to the server using cu on the terminal server/console.
[ ]| to the console of S cu -1 /dev/ttyST
the server
3. | Verify Network View the Network Elements configuration data; verify the data; save and
[ ]| Element data print report.
Select Configuration > Network Elements to view Network Elements
Configuration screen.

Figure 1. Example of a Procedure Step Used in This Document

2. Acquiring Firmware

Several procedures in this document pertain to the upgrading of firmware on various servers and
hardware devices that are part of the Platform configuration.

Platform servers and devices requiring possible firmware updates are:

e HP c7000 Blade System Enclosure Components:

Onboard Administrator
1Gb Ethernet Pass-Thru Module

Cisco 3020 Enclosure Switches
HP6120XG Enclosure Switches
HP6125G Enclosure Switches
HP6125XLG Enclosure Switches

Brocade Fibre Channel Switches
Blade Servers (BL460/BL620)
e HP Rack Mount Servers (DL360 / DL380)

e Oracle Rack Mount Servers

e HP External Storage Systems

Page
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e D2220sb (Storage Blade)

e D2700

e P2000
e Cisco 4948/4948E/4948E-F Rack Mount Network Switches
e Cisco 9372TX-E Rack Mount Network Switches

2.1 HP

Software Centric Customers do not receive firmware upgrades through Oracle. Instead, refer to the HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes on http://docs.oracle.com at
Industries > Communications > Platforms > Tekelec.

For customers who purchased their hardware through Oracle, or previously Tekelec, the required
firmware and documentation for upgrading the firmware on HP hardware systems and related
components are distributed as the HP Solutions Firmware Upgrade Pack 2.2.12.

The minimum firmware release required for PMAC 6.6 is HP Solutions Firmware Upgrade Pack 2.2.12.
For HP G6 server models, HP FUP 2.2.10 is the last HP FUP that provides support and is the minimum
for G6 servers.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation, which are used to upgrade HP firmware. The two pieces of required documentation
provided in the HP Solutions Firmware Upgrade Pack 2.x.x releases are:

e HP Solutions Firmware Upgrade Pack Upgrade Guide
e HP Solutions Firmware Upgrade Pack Release Notes

The two pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack 2.2.12
releases are:

e HP Service Pack for ProLiant (SPP) firmware ISO image
¢ HP MISC Firmware ISO image

o Refer to the [4] Oracle Firmware Upgrade Pack Release Notes

2.2 Oracle Rack Mount Server

The Oracle Firmware Upgrade Pack (FUP) consists of documentation used to assist in the upgrading of
Oracle rack mount servers. The pack consists of an Upgrade Guide and Release Notes. The current
minimum supported firmware release for PMAC 6.6 is 3.1.8. However, if a firmware update is required, it
is recommended to use the latest available release. Firmware components can be downloaded from My
Oracle Support at https://support.oracle.com. Refer to the appropriate FUP Release Notes for directions
on how to acquire the firmware.

3. Network Procedures

3.1 Configure netConfig Repository

This procedure configures the netConfig repository for all required services and for each switch to be
configured.

Prerequisites:
e 8.1 IPM Management Server

e If the PMAC is included in the installation:
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e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

e 0.4 SetUp PMAC

At any time, you can view the contents of the netConfig repository by using one of the following
commands:

e For switches, use the command:

sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
e For services, use the command:

sudo /usr/TKLC/plat/bin/netConfig --repo listServices

Users returning to this procedure after initial installation should run the above commands and note any
devices and/or services that have already been configured. Duplicate entries cannot be added; if
changes to a device repository entry are required, use the editbevice command. If changesto a
services repository entry are necessary, you must delete the original entry first and then add the service
again.

IPv4 and IPv6

Platform now supports configuration using IPv4 or IPv6 addresses through netConfig. Wherever IP
addresses are required for networking procedures in section 3.1, IPv4 or IPv6 may be used. Commands
such as ping or ssh may also be used in these procedures, where for IPv6 cases may need to be ping6
or ssh -6 as needed.

Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment, while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<management_server_iLO_IP>

<management_server_mgmt_IP_address>

<netConfig_server_mgmt_IP_address>

<switch_backup_user> admusr

<switch_backup_user_password>
See application documentation

<serial console type> U=USB, c=PCle

For the first aggregation switch (4948, 4948E, or 4948E-F), fill in the appropriate value for this site:

Variable Value

<switch_hostname>
From NAPD or output from 1istDevices
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Variable Value

command

<device_model>

<console_name>

<switch_console_password>
See referring application documentation

<switch_platform_username>

<switch_platform_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<switch_mgmt_IP_address>
CIDR format

<switch_mgmt_netmask>

<mgmt_VLAN_ID>

<control_VLAN_ID>

<lOS_filename>

<IP_version>

For the second aggregation switch (4948, 4948E, or 4948E-F), fill in the appropriate value for this site:

Variable Value

<switch_hostname>

<device_model>

<console_name>

<switch_console_password>
See referring application documentation

<switch_platform_username>

<switch_platform_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<switch_mgmt_IP_address>

<switch_mgmt_netmask>

<mgmt_VLAN_ID>
Value gathered from NAPD

<control_VLAN_ID>

<lOS_filename>

<IP_version>
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For each enclosure switch (6120XG, 6125G, 6125XLG, or 3020), fill in the appropriate value for this site
(make as many copies of this table as needed).

Variable

Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>
See referring application documentation

<io_bay>

<OAl enX IP_address>

X=the enclosure #

<OA_password>

<FW_image>
FW file used in firmware upgrade/switch
replacement/or initial install

Procedure 1. Configure netConfig Repository

Step | Procedure Result
1. Management Log into the management server iLO on the remote using the password
[] Server iLO: provided by the application following Appendix E.1 Access a Server Console
Login Remotely.

Page | 19

E93270-01




PMAC 6.6 Configuration Guide

Procedure 1.

Configure netConfig Repository

Step | Procedure Result
2. Management If the installation is not designed for a virtual PMAC, skip to the next step.
[] | Server: Pre- If there is a virtual PMAC, log into the console.
check 1. Verify virtual PMAC installation by issuing the following commands as
admusr on the management server:
$ sudo /usr/bin/virsh list --all
Id Name __ State
6 vm-pmaclA running
2. If this command provides no output, it is likely that a virtual instance of
PMAC is not installed.
e If there is a virtual PMAC, log into the console of the virtual PMAC.
o If the installation is not designed for a virtual PMAC, skip to the next
step.
3. From the management server, log into the console of the virtual PMAC
instance found above.
Example:
$ sudo /usr/bin/virsh console vm-pmaclA
Connected to domain vm-pmaclA
Escape character is "]
<Press ENTER key>
CentOS release 6.2 (Final)
Kernel 2.6.32-220.7.1.el6prerel6.0.0 80.13.0.x86 64 on an
%86 64
If the root user is already logged in, log out and log back in as admusr.
[root@pmac ~]# logout
vm-pmaclA login: admusr
Password:
Last login: Fri May 25 16:39:04 on ttyS4
e If this command fails, it is likely that a virtual instance of PMAC is not
installed.
o If this is unexpected, refer to application documentation or My Oracle
Support (MOS).
3. netConfig Make sure the switch templates directory exists.
] Server: Check $ /bin/ls -i /usr/TKLC/smac/etc/switch/xml

switch templates
directory

If the command returns an error:

1s: cannot access /usr/TKLC/smac/etc/switch/xml/: No such
file or directory

Create the directory:

$ sudo /bin/mkdir -p /usr/TKLC/smac/etc/switch/xml
Change directory permissions:

$ sudo /bin/chmod go+rx /usr/TKLC/smac/etc/switch/xml
Change directory ownership:

$ sudo /bin/chown -R pmacd:pmacbackup
/usr/TKLC/smac/etc/switch
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Step | Procedure Result
4, netConfig 1. Use netConfig to create a repository entry that uses the ssh service. This
[] Server: Set up command provides the user with several prompts. Modify the prompts
netConfig with <variables> as the answers, which are site specific. The other

repository with
ssh information

prompts, which do not have a <variable> shown as the answer, must be
entered EXACTLY as they are shown here.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=ssh service

Service type? (tftp, ssh, conserver, oa) ssh

Service host? <netConfig server mgmt IP address>

Enter an option name <g to cancel>: user

Enter the value for user: <switch backup user>

Enter an option name <g to cancel>: password

Enter the value for password: <switch backup user password>
Verify Password: <switch backup user password>

Enter an option name <g to cancel>: g

Add service for ssh service successful

[admusr@minilab-pmac-1~]$ sudo netConfig --repo addService
name=ssh service

Service type? (dhcp, oa, oobm, ssh, tftp, conserver) ssh
Service host? 1.2.3.4

Enter the value for user: admusr

Enter the value for password: <admusr password>

Verify Password: <admusr password>

Add service for ssh service successful

To ensure you entered the information correctly, use the following

command and inspect the output, which is similar to the one shown
below.

$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=ssh service

Service Name: ssh service

Type: ssh
Host: 10.250.8.4
Options:

password: C20F7D639AETE7

user: admusr
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Procedure 1.

Configure netConfig Repository

Step | Procedure Result
5. netConfig Note: If there are no new Cisco (3020, 4948, 4948E or 4948E-F) switches
[] Server: Setup to be configured, go to the next step.
netCo_?ﬁg ith Use netConfig to create a repository entry that uses the tftp service. This
fI_er_Ic_);' ory wi command provides the user with several prompts. The prompts shown with
inf i <variables> as the answers are site specific that the user MUST modify.
information Other prompts that do not have a <variable> shown as the answer must be
entered EXACTLY as they are shown here.
e Fora PMAC system:
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=tftp service
Service type? [dhcp, oa, oobm, ssh, tftp, conserver] tftp
Service host? <netConfig server mgmt IP address>
Directory on host? /var/TKLC/smac/image/
Add service for tftp service successful
e For anon-PMAC system:
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=tftp service
Service type? [tftp, ssh, conserver, oa] tftp
Service host? <netConfig server mgmt IP address>
Directory on host? /var/lib/tftpboot/
Add service for tftp service successful
6. netConfig Note: If there are no new HP 6125G/6125XLG/6120XG switches to
] Server: Setup configure, go to the next step.
netConfig

repository with
OA information

Use netConfig to create a repository entry that uses the OA service. This
command provides the user with several prompts. The prompts shown with
<variables> as the answers are site specific that the user MUST modify.
Other prompts that do not have a <variable> shown as the answer must be
entered EXACTLY as they are shown here.
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=oa_service en<enclosure #>

Service type? oobm, ssh, tftp, conserver]? oa

Primary OA IP? <OAl enX ip address>
Secondary OA IP? <OA2 enX ip address>

[dhcp, oa,

OA username? root
OA password? password
Verify password:<OA password>

Add service for oa service successful
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Procedure 1.

Configure netConfig Repository

Step | Procedure Result
7. netConfig $ sudo /usr/TKLC/plat/bin/conserverSetup —-<serial console type>
] Server: Run -s <management server mgmt IP address>
conserverSetup | You are asked for the platcfg credentials.
command

Example:

[admusr@vm-pmaclA]$ sudo /usr/TKLC/plat/bin/conserverSetup -u -
s <management server mgmt IP address>

Enter your platcfg username, followed by [ENTER]:platcfg

Enter your platcfg password, followed by
[ENTER] :<platcfg password>

Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: PMAC
Base Distro Release: 7.0.0.0.0 86.1.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: TVOE
Base Distro Release: 7.0.0.0.0 86.2.0

Configuring switch 'switchlA console' console
server...Configured.

Configuring switch 'switchBA console' console
server...Configured.

Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting entry
for:

Service Name: console service
Type: conserver
Host: <management server mgmt IP address>
...Configured.
Slave interfaces for bondO:
bond0 interface: ethOl

bond0 interface: eth02

e If this command fails, contact My Oracle Support (MOS).

e Verify the output of the script.

e Verify your Product Release is based on Tekelec Platform 7.4.

¢ Note the slave interface names of bond interfaces
(<ethernet_interface_1> and <ethernet_interface_2>) for use in
subsequent steps.
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Procedure 1.

Configure netConfig Repository

Step | Procedure Result
8. netConfig Note: If this is a Software Centric deployment, skip this step and proceed to
[] | Server: Mount step 9.
the HP Misc . .
Firmware 1SO $ sudo /bin/mount -o loop /var/TKLC/upgrade/<misc ISO>
/mnt/upgrade
Example:
$ sudo /bin/mount -o loop /var/TKLC/upgrade/872-2161-113-
2.1.10 10.26.0.1iso/mnt/upgrade
9. netConfig Note: If there are no Cisco switches, skip to the next step.
[] | Server: Copy _ .
Cisco switch Copy Cisco switch FW to the tftp directory.

Note: If this is a Software Centric deployment, the customer must place the
FW files for the Cisco switches (C3020, 4948/E/E-F) into the tftp
directory listed below. Otherwise, perform the commands to copy the
file from the FW ISO.

For each Cisco switch model (C3020, 4948/E/E-F) present in the solution,
copy the FW identified by <rw_image> in the aggregation switch variable
table (4948) or enclosure switch variable table (C3020) to the tftp service
directory and change the permissions of the file:
e For a PMAC system:

<tftp directory> = /var/TKLC/smac/image/
e For anon-PMAC system:

<tftp directory> = /var/lib/tftpboot/

$ sudo /bin/cp /mnt/upgrade/files/<FW_ image>
<tftp directory>

$ sudo /bin/chmod 644 <tftp directory>/<FW_image>
Example:

$ sudo /bin/cp /mnt/upgrade/files/cat4500e-entservicesk9-

mz.122-54.X0.bin /var/TKLC/smac/image/

$ sudo /bin/chmod 644 /var/TKLC/smac/image/cat4500e-
entservicesk9-mz.122-54.X0.bin
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Configure netConfig Repository

Step | Procedure Result
10. | netConfig Note: If there are no HP switches, skip to the next step.
[] Server: Copy _ .
HP switch Copy HP switch FW to the ssh directory
Note: If this is a Software Centric deployment, the customer must place the
FW files for the HP switches into the ssh directory listed below.
Otherwise, perform the commands to copy the file from the FW ISO.
For each HP switch model (HP6125G/XLG, HP6120XG) present in the
solution, copy the FW identified by <Fw_image> in the enclosure switch
variable tables to the ssh service directory and change the permissions of
the file:
$ sudo /bin/cp /mnt/upgrade/files/<FW_image>
~<switch backup user>/
$ sudo /bin/chmod 644 ~<switch backup user>/<FW image>
Example:
$ sudo /bin/cp /mnt/upgrade/files/Z 14 37.swi ~admusr/
$ sudo /bin/chmod 644 ~admusr/Z 14 37.swi
11. netConfig $ sudo /bin/unmount /mnt/upgrade
[] Server:
Unmount ISO
12. | netConfig Note: If there are no new aggregation switches to configure, go to the next
[] | Server: Setup step.
netConfig

repository with
aggregation
switch
information

Use netConfig to create a repository entry for each switch. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e The <device_model> can be 4948, 4948E, or 4948E-F depending on the
model of the device. If you do not know, stop now and contact My Oracle
Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco
Device Model? <device model>

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?: <switch mgmt IP address>

Is the management interface a port or a vlan? [vlan]: [Enter]

What is the VLAN ID of the management VLAN? [2]:

[management] :

[mgmt vlanID]

What is the name of the management VLAN? [Enter]

What switchport connects to the management server? [GE40]:

[Enter]

What is the switchport mode (access|trunk)
server port? [trunk]: [Enter]

for the management

What are the allowed vlans for the management server port?
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[1,2]: <control vlanID>, <mgmt vlanID>

Enter the name of the firmware file [cat4500e-entservicesk9-
mz.122-54.X0.bin]: <IOS filename>

Firmware file to be used in upgrade: <IOS filename>

Enter the name of the upgrade file transfer service:
tftp service

File transfer service to be used in upgrade: tftp service
Should the init oob adapter be added (y/n)? y
Adding consolelnit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
console service

What is the name of the console for OOB access? <console name>

What is the platform access username?
<switch platform username>

What is the device console password? <switch console password>
Verify password: <switch console password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: console service

Device named <switch hostname> successfully added.

To check you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:

$ sudo /usr/TKLC/plat/bin/netConfig —--repo showDevice
name=<switch hostname>

Device: <switch hostname>
Vendor: Cisco
Model: <device model>
FW Ver: 0
FWW Filename: <IOS image>

FW Service: tftp service
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Initialization Management Options
mgmtIP: <switch mgmt IP address>
mgmtInt: vlan
mgmtVlan: <mgmt vlanID>
mgmtVlanName: management
interface: GE40
mode: trunk
allowedVlans: <control vlanID>, <mgmt vlanID>
Access: Network: <switch mgmt IP address>
Access: OOB:
Service: console service
Console: <console name>
Init Protocol Configured
Live Protocol Configured
Repeat this step for each 4948/4948E/4948 E-F, using appropriate values for
those switches.
13. | netConfig Notes:
[] Server: Setup
netConfig e If there are no new 3020s to be configured, go to the next step.
repository with e The Cisco 3020 is not compatible with IPv6 management configuration.
3020 switch
information Use netConfig to create a repository entry for each 3020. This command

provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop now and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco
Device Model? 3020
What is the management address? <enclosure switch ip>

Enter the name of the firmware file [cbs30x0-ipbasek9-tar.122-
58.SEl.tar]: <FW_ image>

Firmware file to be used in upgrade: <IOS image>

Enter the name of the upgrade file transfer service:
<tftp service>

File transfer service to be used in the upgrade: <tftp service>
Should the init network adapter be added (y/n)? y

Adding netBootInit protocol for <switch hostname> using
network. ..
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Procedure

Result

Network device access already set: <enclosure switch ip>

What is the platform access username?

<switch platform username>

What is the platform user password? <switch platform password>

Verify password: <switch platform password>

What is the device privileged mode password?

<switch enable password>

Verify password: <switch enable

Should the init file adapter be
Adding netBootInit protocol for

What is the name of the service
tftp service

Should the live network adapter

password>
added (y/n)? y
<switch hostname> using file...

used for TFTP access?

be added (y/n)? y

Adding cli protocol for <switch hostname> using network...

Network device access already set: <enclosure switch ip>

Device named <switch hostname> successfully added.

To check you entered the information correctly, use the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice

name=<switch hostname>

and check the output, which is similar to the one shown below.
$ sudo /usr/TKLC/plat/bin/netConfig —--repo showDevice

name=<switch hostname>

Device: <switch hostname>
Vendor: Cisco

Model: <device model>

FW Ver: O

FWW Filename: <FW image>

FWW Service: tftp service

Access: Network: <enclosure switch IP>

Init Protocol Configured

Live Protocol Configured

Repeat this step for each 3020, using appropriate values for those 3020s.

Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. or the ssh_service, it
is the user's home directory. For tftp_service, it is normally

Ivar/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct

location.

netConfig
Server: Setup
netConfig

Note: If there are no 6120XGs to be configured, stop and continue with the
appropriate switch configuration procedure.
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repository with
HP 6120XG
switch
information

Use netConfig to create a repository entry for each 6120XG. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop how and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
Device Model? 6120

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?: <switch mgmt IP address>

Enter the name of the firmware file [Z 14 37.swi]: <FW_image>
Firmware file to be used in upgrade: <FW_ image>

Enter the name of the upgrade file transfer service:
ssh _service

File transfer service to be used in upgrade: ssh service
Should the init oob adapter be added (y/n)? y
Adding consoleInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure #>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>

What is the device console password? <switch platform password>
Verify password: <switch platform password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? vy

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added

The image is being unpacked and validated. This takes approximately 4
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minutes. Once the unpacking, validation, and rebooting have completed, you
are returned to the normal prompt. Proceed with the next step.
To verify you entered the information correctly, use the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>
and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>
Device: <switch hostname>
Vendor: HP
Model: 6120
FW Ver: 0
FWW Filename: <FW_ image>
FWW Service: ssh service
Initialization Management Options
mgmtIP: <enclosure switch IP>
Access: Network: <enclosure switch IP>
Access: OOB:
Service: oa_service
Console: <console name>
Init Protocol Configured
Live Protocol Configured
Repeat this step for each 6120, using appropriate values for those 6120s.
Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. For the ssh_service,
it is the user's home directory. For tftp_service, it is normally

/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

15. | netConfig Note: If there are no 6125Gs to be configured, stop and continue with the
[] Setrc\:/er:f' Set up appropriate switch configuration procedure.
P:positnolr%, with Use netConfig to create a repository entry for each 6125G. This command
HP 6125G provides the user with several prompts. The prompts shown with <variables>
switch as the answers are site specific that the user MUST modify. Other prompts
information that do not have a <variable> shown as the answer must be entered

EXACTLY as they are shown here.

e If you do not know any of the required answers, stop how and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
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Device Model? 6125

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management? <switch mgmt IP address>

Enter the name of the firmware file [6125-CMW520-R2105.bin]:
<FW_ image>

Firmware file to be used in upgrade: <FW image>

Enter the name of the upgrade file transfer service:
ssh service

Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure #>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>

What is the device console password? <switch platform password>
Verify password: <switch platform password>
What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added.

Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. For the ssh_service,
it is the user's home directory. For tftp_service, it is normally
/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

To verify you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
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name=<switch hostname>

Device: <switch hostname>
Vendor: HP

Model: 6125

FW Ver: O

FWW Filename: <FW_ image>
FWW Service: ssh service
Access: Network: <enclosure switch IP>
Access: OOB:

Service: oa_ service
Console: <io bay>

Init Protocol Configured

Live Protocol Configured

16. netConfig Note: If there are no 6125XLGs to be configured, stop and continue with the
[ Setré/er:f_ Set up appropriate switch configuration procedure.
netConfi
repositor%/ with Use netConfig to create a repository entry for each 6125XLG. This command
HP 6125XLG provides the user with several prompts. The prompts shown with <variables>
switch as the answers are site specific that the user MUST modify. Other prompts
information that do not have a <variable> shown as the answer must be entered

EXACTLY as they are shown here.

e If you do not know any of the required answers, stop now and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
Device Model? 6125XLG

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?: <switch mgmt TP address>

Enter the name of the firmware file [6125XLG-CMW710-R2403.ipe]:
<FW_image>

Firmware file to be used in upgrade: <FW_image>

Enter the name of the upgrade file transfer service:
ssh service

File transfer service to be used in upgrade: ssh service
Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure#>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>
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What is the device console password? <switch platform password>
Verify password: <switch platform password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added

Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. For the ssh_service,
it is the user's home directory. For tftp_service, it is normally
/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

To verify you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

Device: <switch hostname>
Vendor: HP
Model: 6125XLG
FW Ver: O
FWW Filename: <FW_ image>
FW Service: ssh service
Access: Network: <enclosure switch IP>
Access: OOB:
Service: oa_ service
Console: <io bay>

Init Protocol Configured
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3.2 Aggregation Switch — netConfig Procedures

3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC

Installed) (netConfig)

This procedure configures 4948/4948E/4948E-F switches with an appropriate I0S and configuration from
a single management server and virtual PMAC for use with the c-Class or RMS platform.

Prerequisites:

9.1 Install TVOE on the Management Server
9.2 Configure TVOE Network

9.3 Deploy PMAC Guest

9.4 Set Up PMAC

Application management network interfaces must be configured on the management servers before
executing this procedure.

Application username and password for creating switch backups must be configured on the
management server before executing this procedure.
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Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_platform_username>
See referring application documentation

<switch_platform_password>

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_server_mgmt_IP_address>

<pmac_mgmt_IP_address>

<switch_mgmtVLAN_ID>

<switchlA_mgmtVLAN_IP_address>

<mgmt_Vlan_subnet_ID>

<netmask>

<switch1B_mgmtVLAN_IP_address>

<switch_Internal_VLAN_list>

<management_server_mgmtinterface>

<management_server_iLO_IP>

<customer_supplied_ntp_server_address>

<platcfg_password>
Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation
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Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Uplinks must be disconnected from the customer network before executing this procedure. One of
the steps in this procedure instructs when to reconnect these uplink cables. Refer to the application
appropriate schematic or procedure for determining which cables are used for customer uplink.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result

1. Virtual Determine if the 10S image for the 4948/4948E/4948E-F is on the PMAC.

[ PhﬂAC: Ver”y $ /bin/ls -i /var/TKLC/smac/image/<IOS image file>
IOSthlmagetls If the file exists, skip the remainder of this step and continue with the next step.
onthe System | it the file does not exist, copy the file from the firmware media and ensure the

file is specified by [3] HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes.
2. Virtual Enable the DEVICE.NETWORK.NETBOOT feature with the management role
[] PMAC: to allow tftp traffic:
Modify P&C $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --
feature to featureName=DEVICE.NETWORK.NETBOOT --enable=1
allow TFTP

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

Note: Ignore the sentry restart instructions.

Note: This may take up to 60 seconds to complete.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
3. Virtual PMAC | Exit from the virtual PMAC console, by pressing Ctrl-] and you are returned to
] > the server prompt.
Management | Engyre the interface of the server connected to switch1A is the only interface up
Server: and obtain the IP address of the management server management interface by
Manipulate performing the following commands:
Bﬁj;iizrlver $ sudo /sbin/ifup <ethernet interface 1>
interfaces $ sudo /sbin/ifdown <ethernet interface 2>
$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
$ sudo /usr/bin/virsh console vm-pmaclA
Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console X or from the virsh utility virsh # console x command and
you get garbage characters or output is not correct, then more than
likely there is a stuck virsh console command already being run on the
TVOE host. Exit the virsh console, and run ps -ef |grep virsh, then
kill the existing process $ sudo kill -9 <pPID>. Execute the $ sudo
virsh console X command again. Your console session should now
run as expected.
4. Management | Note: ROM and PROM are intended to have the same meaning for this
L] | Server: procedure.
Determine if ] .
switch1A Connect to switch1A and check the PROM version.
PROM Connect serially to switch1A by issuing the following command.
upgrgde IS $ sudo /usr/bin/console -M <management server mgmt ip address>
required -1 platcfg switchlA console
Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact Error! Bookmark not defined..
Note the 10S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.
Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1A.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
5. Virtual Extract the configuration files from the ZIP file copied in 9. of Procedure 1.
] PMAC: $ cd /usr/TKLC/smac/etc
EXtI’f;lCt . $ sudo unzip DSR NetConfig Templates.zip
ﬁloer:clguratlon $ sudo chown -R admusr.admgrp DSR NetConfig Templates
This creates a directory called DSR_NetConfig_Templates, which contains the
configuration files for all the supported deployments. Copy the necessary init
file from init/Aggregation and the necessary config files from config/TopoX
(where X refers to the appropriate topology) using the following commands.
Make sure to replace X with the appropriate Topology number.
Note: The following workaround is needed:
Remove the double right brackets for:
DSR_NetConfig_Templates/Topol_L2/4948E-F_L2_configure.xml:
<option name="type">access</option>>
DSR_NetConfig_Templates/Topo4/6125XLG_Pair-
2_template_configure.xml: <!-- Multiple VLANs can be entered by
stringing the VLANS in the setAllowedVlans option, i.e., 1-5 or 1,2,3,4,5
—->>
DSR_NetConfig_Templates/Topol L3/3020_template_configure.xml:
<!-- 'mode’ is required on Cisco when adding interfaces -->>
Replace <configure> with <configure apiVersion="1.1"> within:
DSR_NetConfig_Templates/utility/addQOS_trafficeTemplate_6120XG.
xml
# sudo cp DSR NetConfig Templates/init/Aggregation/*
/usr/TKLC/smac/etc/switch/xml/
# sudo cp DSR NetConfig Templates/config/TopoX/*
/usr/TKLC/smac/etc/switch/xml/
6. Management | Modify switchlA 4948 4948E_init.xml and switch1B_ 4948 4948E _init.xml files
[] Server: for information needed to initialize the switch.
Modify Update the init.xml files for all values preceded by a dollar sign. For example, if
switchlA_494 | 5 yalue has $some variable name, that value is modified and the dollar sign
8_3948E.xm| must be removed during the modification.
an . . .
switch1B_494 When done editing the file, save and exit to return to the command prompt.
8_4948E.xml
7. Management | Modify 4948E-F_configure.xml for information needed to configure the
[] Server: switches.
Modify 4948E- | ypdate the configure.xml file for all values preceded by a dollar sign. For

F_configure.x
ml

example, if a value has ssome variable name, that value is modified and the
dollar sign must be removed during the modification.

When done editing the file, save and exit to return to the command prompt.

Note: For IPv6 Configurations, IPv6 over NTP is NOT currently supported on
the Cisco 4948E-F aggregation switches. This function must be
configured for IPv4.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
8. Management | Initialize switch1lA by issuing the following command:
[} Server: $ sudo /usr/TKLC/plat/bin/netConfig --
Initialize file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
switch1A 1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. If this fails for any reason, stop this
procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
9. Management | Verify the switch is using the proper IOS image per Platform version by issuing
[] Server: Verify | the following commands:
I0S image $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware
Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
10. Virtual PMAC | Exit from the virtual PMAC console, by pressing Ctrl-] and you are returned to
U] > the server prompt.
Manag'ement Ensure the interface of the server connected to switch1B is the only interface up
Server: and obtain the IP address of the management server management interface by
Manipulate performing the following commands:
Bg;;;irer $ sudo /sbin/ifup <ethernet interface 1>
interfaces $ sudo /sbin/ifdown <ethernet interface 2>

$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
Connect to the Virtual PMAC by logging into the console of the virtual PMAC
instance found in 2. of Procedure 1.
$ sudo /usr/bin/virsh console vm-pmaclA

Note: On a TVOE host, if you open the virsh console, for example, $ sudo
/usr/bin/virsh console x or from the virsh utility virsh # console
x command and you get garbage characters or the output is not
correct, then there is likely a stuck virsh console command already
being run on the TVOE host. Exit out of the virsh console, run ps -ef
lgrep virsh, and then kill the existing process, run ki1l -9 <PID>.
Then execute the virsh console x command. Your console session
should now run as expected.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step

Procedure

Result

11,
[

Management
Server:
Determine if
switch1B
PROM
upgrade is
required

ROM AND PROM are intended to have the same meaning for this
procedure.

Note:

Connect to switch1lA and check the PROM version.

Connect serially to switch1A by issuing the following command.

$ sudo /usr/bin/console -M <management server mgmt ip address>
-1 platcfg switchlA console

Enter platcfglpmac5000101's password: <platcfg password>
[Enter "7"Ec?' for help]
Press Enter

Switch> show version | include ROM
ROM: 12.2(31r)SGAl

System returned to ROM by reload
Note:

Note the 10S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.

Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1B.

If the console command fails, contact Error! Bookmark not defined..

Virtual
PMAC:
Initialize

Initialize switch1B by issuing the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. If this fails for any reason, stop this
procedure and contact Error! Bookmark not defined..

A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB

Virtual
PMAC: Verify
I0S image

Verify the switch is using the proper 10S image per Platform version by issuing
the following commands:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

122-54.X0

entservicesk9

Version:
License:
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
14, Virtual Modify PMAC Feature to disable TFTP.
[] | PMAC: Disable the DEVICE.NETWORK.NETBOOT feature.
Disable TFTP $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --
featureName=DEVICE.NETWORK.NETBOOT --enable=0
$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures
Note: This may take up to 60 seconds to complete.
15. Virtual Configure both switches by issuing the following command:
D PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Configure both file=/usr/TKLC/smac/etc/switch/xml/4948 4948E configure.xml
switches Processing file:
/usr/TKLC/smac/etc/switch/xml1/4948 4948E configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns the user to the prompt.
16. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.
Ensure Ensure the interfaces of the server connected to switch1A and switch1B are up
interface are by performing the following commands:
enabled on $ sudo /sbin/ifup <ethernet interface 1>
the TVOE host . -, -
$ sudo /sbin/ifup <ethernet interface 2>
17. Cabinet: Attach switch1A customer uplink cables. Refer to application documentation for
] Connect which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
18. Virtual Verify connectivity to the customer network by issuing the following command:
D PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
CUStomker 64 bytes from ntpserverl (10.250.32.51): icmp seqg=0 ttl=62
networ time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1 ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seqg=2 ttl=62
time=0.152 ms
19. Cabinet: Attach switch1B customer uplink cables and detach switch1A customer uplink
[] Connect cables. Refer to application documentation for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
20. Virtual Verify connectivity to the customer network by issuing the following command:
0 PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
customer 64 bytes from ntpserverl (10.250.32.51): icmp seqg=0 ttl=62
network time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1l ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
21. Cabinet: Re-attach switch1lA customer uplink cables. Refer to application documentation
[] Connect for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
22. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.
Restore the Restore the server networking back to original state:
TVOE host 5 . .
. sudo /sbin/service network restart
back to its
original state
23. Back up Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
] switch and/or | Cisco 3020 Enclosure Switch (netConfig) for each switch configured in this
enclosure procedure.
switch
3.2.2 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (RMS System,

No PMAC Installed) (netConfig)

This procedure configures 4948/4948E/4948E-F switches with an appropriate I0S and configuration from
two management servers for use with the rack mount server platform.

This procedure assumes a Platform 7.6.x interconnect. If the system being configured follows a different
platform interconnect, then follow the appropriate platform procedures.

Prerequisites:

e 3.1 Configure netConfig Repository

e 8.1 IPM Management Server

¢ Application management network interfaces must be configured on the management servers before
executing this procedure.

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

e netConfig is installed
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Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_platform_username>
See referring application documentation

<switch_platform_password>

<switch_console_password>

<switch_enable_password>

<mgmt._network>
The management network in CIDR format

<management_server_mgmt_IP_address>

<pmac_mgmt_IP_address>

<switch_mgmtVLAN_ID>

<switchlA_mgmtVLAN_IP_address>

<mgmt_Vlan_subnet_ID>

<netmask>

<switch1B_mgmtVLAN_IP_address>

<switch_Internal_VLAN_list>

<management_server_mgmtinterface>

<management_server_iLO_IP>

<customer_supplied_ntp_server_address>

<platcfg_password>
Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation
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Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

¢ Uplinks must be disconnected from the customer network before executing this procedure. One of
the steps in this procedure instructs when to reconnect these uplink cables. Refer to the application
appropriate schematic or procedure for determining which cables are used for customer uplink.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
1. Virtual Determine if the 10S image for the 4948/4948E/4948E-F is on the PMAC.
[] PMAC: Verify | s /bin/1s -i /var/TKLC/smac/image/<IOS_image file>
IOS image is i , . . . . .
on the system If the file exists, skip the remainder of this step and continue with the next step.
If the file does not exist, copy the file from the firmware media and ensure the
file is specified by [3] HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes.
2. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --ns=Xinetd
[] Server: startXinetdService service tftp
Enable tftp on ]
the system for Login on Remote: platcfg
tftp transfer of | Password of platcfg: <platcfg password>
I0S upgrade 1
file
S sudo iptablesAdm insert --type=rule --protocol=ipv4d --
domain=10platnet --
table=filter --chain=INPUT --persist=yes --match="-s
<mgmt network> -p udp --
dport 69 -j ACCEPT" --location=1
3. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --chain=INPUT
[] Server: --domain=10platnet --table=filter

Verify firewall
is configured

Persist Domain Table Chain Match

Yes l0platnet filter INPUT -s <mgmt network> -p udp -dport 69
-j ACCEPT
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
4, Management | Ensure the interface of the server connected to switch1A is the only interface
[] Server: up and obtain the IP address of the management server management interface
Manipulate by performing the following commands:
host server $ sudo /sbin/ifup <ethernet interface 1>
physical $ sudo /sbin/ifdown <ethernet interface 2>
interfaces $ sudo /sbin/i dd h < n t N tInterface> |
P a r snow managemen _server_mgm
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>
$ sudo /usr/bin/virsh console vm-pmaclA
Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console x or from the virsh utility virsh # console x command and
you get garbage characters or output is not correct, then more than
likely there is a stuck virsh console command already being run on the
TVOE host. Exit the virsh console, and run ps -ef |grep virsh, then
kill the existing process $ sudo kill -9 <pID>. Execute the $ sudo
virsh console X command again. Your console session should now
run as expected.
S. Management | Note: ROM and PROM are intended to have the same meaning for this
[] | Server: procedure.
Determine if
switch1A Connect to switch1A and check the PROM version.
PROM Connect serially to switch1A by issuing the following command.
upgrade is $ sudo /usr/bin/console -M <management server mgmt ip address>
required -1 platcfg switchlA console

Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter

Switch> show version | include ROM
ROM: 12.2(31r)SGAl

System returned to ROM by reload

Note: If the console command fails, contact Error! Bookmark not defined..

Note the 10S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.

Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1A.
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
6. Management | Verify the initialization template xml files are in existence on the management
[] Server: server and are the correct versions for the system. If no template file is
Verify the present, copy the files from application media.
initialization 1. Verify the initialization xml template files and configuration xml template file
template xml are present on the system.
files care the
correct $ sudo /bin/more
. /usr/TKLC/plat/etc/switch/xml/switchlA 4948 4948E init.xml
versions - - -
$ sudo /bin/more
/usr/TKLC/plat/etc/switch/xml/switchlB 4948 4948E init.xml
$ sudo /bin/more
/usr/TKLC/plat/etc/switch/xm1/4948 4948E configure.xml
If the files do not exist, copy the files onto the management server from the
application media using application provided procedures.
2. Verify the xml template files are of the correct version for the system.
Ensure the version reported in the following command matches the
apiVersion reported in the <configure apiVersion="x.y"> tag at the
beginning of each file.
$ sudo /usr/TKLC/plat/bin/netConfig --showVersion
API version: 1.1
7. Virtual Modify switch1lA 4948 4948E_init.xml and switch1lB_ 4948 4948E _init.xml files
[] PMAC: for information needed to initialize the switch.
Modify Update the init.xml files for all values preceded by a dollar sign. For example, if
SWitch1A_494 | 5 yajye has $some variable name, that value is modified and the dollar sign
8_3948E.xm| must be removed during the modification.
an . . .
switch1B_494 When done editing the file, save and exit to return to the command prompt.
8_4948E.xml
8. Virtual Modify 4948E-F_configure.xml for information needed to configure the
[] PMAC: switches.
Modify 4948E- | ypdate the configure.xml file for all values preceded by a dollar sign. For

F_configure.x
ml

example, if a value has ssome variable name, that value is modified and the
dollar sign must be removed during the modification.
When done editing the file, save and exit to return to the command prompt.

Note: For IPv6 Configurations, IPv6 over NTP is NOT currently supported on
the Cisco 4948E-F aggregation switches. This function must be
configured for IPv4.
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
9. Virtual Initialize switch1A by issuing the following command:
] PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Initialize file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. If this fails for any reason, stop this
procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
Note: If this command fails, stop this procedure and contact Error!
Bookmark not defined..
10. Management | Verify the switch is using the proper 10S image per Platform version by issuing
[] Server: the following commands:
Verify IOS $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
image getFirmware
Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
11. Management | Ensure the interface of the server connected to switch1B is the only interface
[] Server: up and obtain the IP address of the management server management interface
Manipulate by performing the following commands:
host§erver $ sudo /sbin/ifup <ethernet interface 1>
Phyycal $ sudo /sbin/ifdown <ethernet interface 2>
interfaces - -

$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step

Procedure

Result

12,
[

Management
Server:
Determine if
switch1B
PROM
upgrade is
required

ROM AND PROM are intended to have the same meaning for this
procedure.

Note:

Connect to switch1lA and check the PROM version.

Connect serially to switch1A by issuing the following command.

$ sudo /usr/bin/console -M <management server mgmt ip address>
-1 platcfg switchlA console

Enter platcfg@pmac5000101's password:
[Enter “"Ec?' for help]

<platcfg password>

Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl

System returned to ROM by reload

Note: If the console command fails, contact Error! Bookmark not defined..

Note the 10S image and ROM version for comparison in a following step. EXxit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.

Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1B.

Virtual
PMAC:
Initialize

Initialize switch1B by issuing the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
1

Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. If this fails for any reason, stop this

procedure and contact Error! Bookmark not defined..

A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB

Virtual
PMAC: Verify
IOS image

Verify the switch is using the proper IOS image per Platform version by issuing
the following commands:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

122-54.X0

entservicesk9

Version:
License:
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
15. Virtual This script validates the XML file to a limited extent. It verifies:
[J | PMAC: e The file is valid
Validate XML
file e Allrequired options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -
file=4948 4948E configure.xml -testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location of
the fault in the XML file.
16. Virtual Configure both switches by issuing the following command:
] PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Configure the file=/usr/TKLC/smac/etc/switch/xml/4948 4948E configure.xml
switches Processing file:
/usr/TKLC/smac/etc/switch/xml1/4948 4948E configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns the user to the prompt.
17. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.
Ensure Ensure the interfaces of the server connected to switch1A and switch1B are up
interface are by performing the following commands:
tehnea_?_lsggn $ sudo /sbin/ifup <ethernet interface 1>
$ sudo /sbin/ifup <ethernet interface 2>
host - -
18. Cabinet: Attach switch1A customer uplink cables. Refer to application documentation for
[] Connect which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
19. Virtual Verify connectivity to the customer network by issuing the following command:
[] PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
customer 64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
network _

time=0.150 ms

64 bytes from ntpserverl (10.250.32.51):

time=0.223 ms

icmp seg=1 ttl=62

64 bytes from ntpserverl (10.250.32.51):

time=0.152 ms

icmp seq=2 ttl=62
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Procedure 3. Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
20. Cabinet: Attach switch1B customer uplink cables and detach switchlA customer uplink
[] Connect cables. Refer to application documentation for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
21. Virtual Verify connectivity to the customer network by issuing the following command:
[] PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
cuskanr 64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
networ time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1l ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
22. Cabinet: Re-attach switch1A customer uplink cables. Refer to application
[] Connect documentation for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
23. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.
Restore the Restore the server networking back to original state:
TVOE host . .
. $ sudo /sbin/service network restart
back to its
original state
24. Management | $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --ns=Xinetd
[] Server: stopXinetdService service tftp force yes
Disable TFTP Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
Ensure the tftp service is not running by executing the following
command. A zero
is expected.
$ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --ns=Xinetd
getXinetdService service tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>
0
If a 1 is returned, repeat this step until getXinetdService returns a zero.
25. hﬂanagenqent $ sudo iptablesAdm delete --type=rule --protocol=ipv4d --
[] Server: domain=10platnet --table=filter --chain=INPUT --persist=yes --
Remove the match="-s <mgmt network> -p udp --dport 69 -j ACCEPT"
iptables rule
to allow TFTP
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Procedure 3. Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
26. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --chain=INPUT
[] Server: --domain=10platnet --table=filter
Verify the Persist Domain _ Table Chain Match
firewall is
configured
properly
27. Back up Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
] switch and/or | Cisco 3020 Enclosure Switch (netConfig) for each switch configured in this
enclosure procedure.
switch

3.2.3 Configure Cisco 9372TX-E Aggregation Switches (PMAC Installed)
(netConfig)

This procedure configures Cisco 9372TX-E switches to be used in a 10GE-RMS deployment. This
procedure also includes how to configure the netConfig repository for all required services and switch
information.

Prerequisites:

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

e 0.4 SetUp PMAC

At any time, you can view the contents of the netConfig repository by executing one of the following
commands on the netConfig Server:

e For switches, use the command:
sudo /usr/TKLC/plat/bin/netConfig —--repo listDevices
e For services, use the command:
sudo /usr/TKLC/plat/bin/netConfig —--repo listServices
Users returning to this procedure after initial installation should run the above commands and note any
devices and/or services that have already been configured. Duplicate entries cannot be added; if

changes to a device repository entry are required, use the editDevice command. If changes to a services
repository entry are necessary, you must delete the original entry first and then add the service again.

IPv4 and IPv6

Platform now supports configuration using IPv4 or IPv6 addresses through netConfig. Wherever IP
addresses are required for networking procedures in section 3.1, IPv4 or IPv6 may be used. Commands
such as ping or ssh may also be used in these procedures, where for IPv6 cases may need to be pingé
or ssh -6 as needed.

Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment, while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.
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Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for

the proper value to insert depending on your system type. Fill in the appropriate values.

Variable

Value

<management_server_iLO_IP>

<management_server_mgmt_IP_address>

<netConfig_server_mgmt_IP_address>

<switch_backup_user>

admusr

<switch_backup_user_password>
See application documentation

<switch_backup_user_home_directory>
/usr/TKLC/smac/etc/switch/backup

<platcfg_username>

platcfg

<platcfg_password>
See application documentation

<frame IDs>

List (comma and dash separated values) of
frames to be added: Valid frame IDs are 1-7

<switch IDs>

List (comma and dash separated values) of
frames to be added: Valid frame IDs are A-F

<json file>

JSON file or list of files that define the switch
configuration(s)

The following table should be filled out using information for the first Cisco 9372TX-E switch. The table

should be repeated for each switch to be configured at this site:

Variable

Value

<switch_hostname>

<switch_username>

<switch_password>

<switch_mgmt_IP_address>
CIDR format

<switch_oobm_IP>
CIDR format — IPv4 is required

<mgmt_VLAN_ID>

<control_VLAN_|D>

<oobm_VLAN_ID>

For switch Frame 1 ID A and Frame 1 ID B
the oobm_vlanID should be 1
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Variable

Value

<customer_oam_uplink>

See NAPD or Site Survey information. This
should be the switchport or LAG that
connects to the customers OAM network.

<fw_filename>

The firmware version must match the
operational redundant switch. This is
checked in a procedural step.

<ssh_service>
ssh_service to be used for firmware transfer

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 4. Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result
1. Management | Log into the management server iLO on the remote console using application
] Server iLO: provided passwords via Appendix E.
Login Note: If executing this procedure to add switches/frames after the initial

deployment (that is, a second pass to add hardware to an existing
deployment), the virtual PMAC can be accessed directly via SSH
instead of iLO and steps 1 and 2 may be skipped.
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Procedure 4.

Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result

2. Management | 1. Verify virtual PMAC installation by issuing the following commands as

[] Server: Pre- admusr on the management server:
check $ sudo /usr/bin/virsh list --all

Id _Neme _____ State
6 vm-pmaclA running
Note: If this command provides no output, it is likely that a virtual instance of
PMAC is not installed. If there is a virtual PMAC, log into the console of
the virtual PMAC.
2. From the management server, log into the console of the virtual PMAC
instance found above.
Example:
$ sudo /usr/bin/virsh console vm-pmaclA
Connected to domain vm-pmaclA
Escape character is "]
<Press ENTER key>
CentOS release 6.2 (Final)
Kernel 2.6.32-220.7.1.el6prerel6.0.0 80.13.0.x86 64 on an
%86 64
Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console x or from the virsh utility virsh # console x command and
you get garbage characters or output is not correct, then more than
likely there is a stuck virsh console command already being run on the
TVOE host. Exit the virsh console, and run ps -ef |grep virsh, then
kill the existing process $ sudo kill -9 <PID>. Execute the $ sudo
virsh console X command again. Your console session should now
run as expected.
If the root user is already logged in, log out and log back in as admustr.
[root@pmac ~]# logout
vm-pmaclA login: admusr
Password:
Last login: Fri May 25 16:39:04 on ttyS4

3. netConfig Execute the configureRepo utility to configure the netConfig repository.

[] Repository: Answer the prompts using the information collected in tables above. Values in
Configure the | square brackets [value] are default values. To use the default value, press
netConfig Enter at the prompt. Values in BOLD are entered by the user.
repository

Note: Multiple switches can be added at the same time by using a dash or
commay(s) (for example, configureRepo --switchlD A-B --framelD 1-2 or
configureRepo --switchID A,C,F --framelD 1).

$ sudo /usr/TKLC/plat/bin/configureRepo --switchID <switch IDs> -
-frameID <frame IDs>

What topology should the repository be configured for (ex. 10GE-
RMS, topol, etc.)? [10GE-RMS]:

Would you like to add a(n) ssh service? [Y/N]: y
What is the name of the SSH service? ssh service
What is the IP address of the SSH service?
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Procedure 4. Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure

Result

<netConfig server mgmt ip address>
What is the username for the SSH service? <switch backup user>

What is the password for the SSH service?
<switch_backup_user password>

Would you like to add another ssh service? [Y/N] n

Would you like to add a(n) tftp service? [Y/N]: n

Would you like to add a(n) console service? [Y/N]: n

Would you like to add a(n) oa service? [Y/N]: n

Note: The following prompts repeat for each FramelD-SwitchlD combination
to be added. Only one set of prompts is provided as an example of tool
execution.

Adding Frame 1 Switch A (F1-A)

What type of switch should be added for F1-A? [C9372TX-E]:

What is the name of switch F1-A? <switch hostname>

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for

management? <switch mgmt ip address>

What is the switchport mode (access|trunk) for the management
server port? [trunk]:

Is the management interface a port or a vlan? [vlan]:
What is the VLAN ID of the management VLAN? [2]: <mgmt vlanID>
What is the name of the management VLAN? [management]:

What are the allowed vlans for the management server port? [1-2]:
<control vlanID>,<mgmt vlanID>

What switchport connects to the management server? [tenGEl]:
What switchport is used as the customer OAM uplink? [fortyGE3]:
What is the device username? <switch username>

What is the device password? <switch password>

What is the OOBM IP address (CIDR notation)? <switch oobm IP>

Enter the name of the firmware file [nxos.7.0.3.I4.2.bin]:
<fw_ filename>

Enter the name of the ssh service to use for firmware transfers:
<ssh service>

Enter the directory for file transfers [/home/admusr]:
<switch_ backup user home directory>

What is the OOBM VLAN ID? [1]: <oobm vlanID>
Repo Setup Complete.
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Procedure 4.

Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result
4, netConfig For Cisco 9327TX-E switches, the firmware file is large and should be copied to
[] Server: the /var/TKLC/upgrade directory to prevent inadvertently filling up the / or /home
Verify FW file | partitions on the PMAC.
isin porregt $ 1s -al /var/TKLC/upgrade/<fw filename>
|0C3U0?\Nﬂh -rw-r--r-- 1 root root 613 Mar 30 12:31 <fw filename>
correc . . , .
permissions If the FW file does not exist, copy the file onto the virtual PMAC.
To ensure permissions of the file are correct, execute the following command:
$ sudo /bin/chmod 644 /var/TKLC/upgrade/<fw filename>
Execute the following command to confirm the new permissions:
$ 1s —al /var/TKLC/upgrade/<fw filename>
-rw-r--r-- 1 root root 696987648 Mar 30 12:31 <fw_ filename>
Execute the following command to verify the <switch_backup_user> directory
has a symbolic link to the FW file in /var/TKLC/upgrade:
$ 1s —al ~<switch backup user>/<fw filename>
lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw filename>
If the symbolic link does not exist, execute the following series of commands to
create the link and verify it was created correctly:
$ cd ~<switch backup user>
$ 1In -s /var/TKLC/upgrade/<fw filename>
$ 1s —al ~<switch backup user>/<fw filename>
lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw filename>
5. netConfig 1. Verify the configuration JSON file is present on the system and is the
[] Server: correct version for the system.
xennﬂchnud $ sudo /bin/more /usr/TKLC/smac/etc/switch/<json file>
ile exists an . . ) .
modify with If the file does not exist, copy the file onto the virtual PMAC from the
site application media using application provided procedures.
information 2. Modify the JSON file(s) with necessary site information
6. netConfig The configureSwitch utility allows initialization/configuration of one or many
[] Server: switches with a single execution. If desired, run this utility for each switch one
Initialize and at time rather than all at once. If that is the case, this step should be repeated
configure the for each switch. Alternatively, multiple switches can be added at the same time
switches by using a dash or commas (for example, configureRepo --switchID A-B --

framelD 1-3 or configureRepo --switchID A,C,E --framelD 1).

$ sudo /usr/TKLC/plat/bin/configureSwitch --framelID <frame IDs> -
-switchID <switch IDs> --file
/usr/TKLC/smac/etc/switch/<json file> -v

Enter your platcfg username, followed by [ENTER]:
<platcfg username>
Enter your platcfg password, followed by [ENTER]:

<platcfg password>
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Procedure 4.

Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result
7. Virtual Verify if a final reboot is needed by making sure the firmware and system
[] PMAC: Verify | versions on the switch match. Execute the following command:
firmware $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
update getVersion
The following example shows where the System and Firmware versions on the
switch do not match and a final reboot is needed:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
getVersion
Firmware Version: 7.0(3)I4(2)
System Version: 7.0(3)I4(5)
BIOS Version: 07.51
If the system and firmware versions do not match, reboot the switch, wait until it
reboots, and recheck the firmware versions. Execute the following commands
to reboot the switch, confirm it is ready to proceed (via ping), and recheck the
versions:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
reboot
$ /bin/ping -w 3 <switch IP>
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
getVersion
Firmware Version: 7.0(3)I4(2)
System Version: 7.0(3)I4(2)
BIOS Version: 07.51
Repeat this step for each switch configured with configureSwitch.
8. Virtual Verify network reachability and configuration.
[] PMAC: Verify $ /bin/ping -w3 <switch IP>
proper $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
Conﬁguraﬁon showConfiguration B
of switches Inspect the output of showConfiguration and ensure it is configured as per site
requirements.
It is important to note that the output of showConfiguration provides data in
vendor-specific syntax/language. The user should specifically look for the
existence of expected VLANs and IP addresses to verify the configuration is
correct.
9. Back up HP Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] for each Switch for each switch configured in this procedure.
switch
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3.2.4 Replace a Failed 4948/4948E/4948E-F Switch (PMAC Installed) (netConfig)
This procedure replaces a failed 4948/4948E/4948E-F switch.

This procedures assumes a PMAC 6.6 interconnect. If the system being configured follows a different
platform interconnect, then the appropriate platform procedures should be followed.

Prerequisites:

e 9.1 Install TVOE on the Management Server

e 9.2 Configure TVOE Network
e 9.3 Deploy PMAC Guest
e 9.4 SetUp PMAC

e Afully configured and operational redundant switch must be in operation. If this is not ensured,

connectivity may be lost to the end devices.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<PROM_image_file>

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_server_mgmt_IP_address>

<switchlA_mgmtVLAN_IP_address>

<switch1lB_mgmtVLAN_IP_address>

<switch_mgmtVLAN_ID>

<management_server_mgmtinterface>

<management_server_iLO_|IP>

<netmask>

<mgmt_VLAN_ID>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation

Page | 58

E93270-01




PMAC 6.6 Configuration Guide

Ethernet Interface DL 360 DL 380 X3-2 X5-2 and X6-2 X7-2
<ethernet_interface 1> eth01 eth01 ethO1 eth01 eth02
<ethernet_interface 2> eth02 eth02 eth02 eth03 eth03

Variable

Platform 7.6.x

<management_server_switchport>

0i1/40

Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material
e HP MISC firmware ISO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

o Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 5.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
1. Cabinet: Power If the failed switch is DC powered, power off using the cabinet breakers,
[] off failed switch then remove the DC power and ground cables.
If the failed switch is AC powered, remove the AC power cords from the
unit.
2. Cabinet: Find Determine whether switch1A or switch1B failed, locate the failed switch,
[] and prepare to and detach all network and console cables from the failed switch.
replace switch Note: If needed label cables before removal.
3. Cabinet: Replace | Remove failed switch and replace with new switch of same model.
[] switch
4, Cabinet: Power If the switch is DC powered, attach the DC power and ground cables, then
[] on replacement power on the replacement switch using the appropriate cabinet breakers;
switch otherwise, connect the AC power cords to the unit (AC).
5. Cabinet: Attach Connect all network and console cables to the new switch except the
[] cable to new customer uplink cables. Ensure each cable is connected to the same ports

switch

of the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink.
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Procedure 5. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
6. Virtual PMAC: If the appropriate image does not exist, copy the image to the PMAC.
[] | VerifylOSimage | Note: Check the FW version on the mate switch and select the matching
IS on system FW image from the backup directory/TFTP directory.

To check the FW on the mate switch, use the following command:

If replacing switch1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

If replacing switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0O

License: entservicesk9

Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
Determine if the IOS image for the 4948/4948E/4948E-F is on the virtual
PMAC.

$ sudo /bin/ls -1 /var/TKLC/smac/image/<IOS image file>

$ sudo /bin/ls -1 <switch backup directory>/<ios image>
If the file exists and is in the TFTP directory, skip the remainder of this step
and continue with the next step. If the file does not exist, copy the file from
the firmware media.
If the file is in the backup directory copy it to the TFTP directory:

$ sudo /bin/cp -i <switch backup directory/<ios image>
/var/TKLC/smac/image/

7. Virtual PMAC: Enable the DEVICE.NETWORK.NETBOOT feature with the management
[] Modify PMAC role to allow tftp traffic:

feature to allow $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --

TFTP featureName=DEVICE.NETWORK.NETBOOT --enable=1

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

This may take up to 60 seconds to complete.
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Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
8. Management Exit from the virtual PMAC console, by pressing Ctrl-] and you are returned
[] Server: to the server prompt.

Manipulate host
server physical
interfaces

Ensure the interface of the server connected to switch1A is the only
interface up and obtain the IP address of the management server
management interface by performing the following commands:

$ sudo /sbin/ifup <ethernet interface 1>

$ sudo /sbin/ifdown <ethernet interface 2>

$ sudo /sbin/ip addr show

<management server mgmtInterface> | grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.

$ sudo /usr/bin/virsh console vm-pmaclA

Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console x or from the virsh utility virsh # console x command
and you get garbage characters or output is not correct, then more
than likely there is a stuck virsh console command already being
run on the TVOE host. Exit the virsh console, and run ps -ef
|grep virsh, then Kill the existing process $ sudo kill -9
<pID>. Executethe $ sudo virsh console x command again.
Your console session should now run as expected.
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Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
9. Manag.ement Note: ROM and PROM are intended to have the same meaning for this
[] | Server: Get procedure.
PROM information ] )
Connect to switch and check the PROM version.
If replacing switch1A:
Connect serially to switch1A by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlA console
If replacing switch1B:
Connect serially to switch1B by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlB console
Enter platcfglpmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact Error! Bookmark not
defined..
Note the I0S image and ROM version for comparison in a following step.
Exit from the console by pressing <Ctrl-e><c><.> and you are returned to
the server prompt.
Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the
procedure in Appendix G to upgrade the PROM for switch1A.
10. Virtual PMAC: Connect serially to the switch and reload the switch by issuing the following
[] Reset switch to commands:

factory defaults

Switch# write erase

Switch reload
Wait until the switch reloads, then exit from console; press <Ctrl-e><c><.>
and you are returned to the server prompt. Wait for the first switch to finish
before repeating this process for the second switch.

Note: There might be messages from the switch. If asked to confirm,
press Enter. If asked yes or no, type in no and press Enter.
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Step

Procedure

Result

11,
[

Virtual PMAC:
Initialize switch

Older platform init files may not work on Platform 7.6.x systems. Copy the
switch appropriate init.xml file from application media using application
provided procedures. For example, for switch1lA copy
switchlA_4948 4948E _init.xml.

If replacing switch1A, issue the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E ini
t.xml

If replacing switch1B, issue the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlB 4948 4948E ini
t.xml

Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml

Note: This step takes about 5-10 minutes to complete. Check the output
of this command for any errors. If this fails for any reason, stop this
procedure and contact Error! Bookmark not defined..

A successful completion of netConfig returns you to the prompt.

Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.

For switchl1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname

Hostname: switchlA
For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB

Virtual PMAC:
Verify 10S image

Verify the switch is using the proper 10S image per Platform version by
issuing the following commands:
For switchl1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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Step | Procedure Result
13. Virtual PMAC: $ sudo /bin/cp -i /usr/TKLC/smac/etc/switch/backup/<swname>-
] Copy the switch backup ~<switch backup user>/
backup filesto the | $ sudo /bin/cp -i /usr/TKLC/smac/etc/switch/backup/<swname>-
current directory backup.info ~<switch backup user>/
Get a list of the file copied over.
Note: switchlA is shown as an example.
$ /bin/ls -1
switchlA-backup
switchlA-backup.info
14. Virtual PMAC: $ cd ~<switch backup user>
] Restore $ sudo /bin/chmod 644 ~<switch backup user>/<swname>-backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
restoreConfiguration service=ssh service filename=<swname>-
backup
Note: If the command failed with error message same as or similar to
Error saving to service, and the TPD version is 7.6.0.0.0_88.50.0
or later, refer to Appendix T.
15. Virtual PMAC: Connect to the TVOE host and ensure the interfaces of the server
[] Make sure both connected to switchlA and switch1B are up by performing the following
interfaces are commands:
enabled on the $ sudo /sbin/ifup <ethernet interface 1>
TVOE host $ sudo /sbin/ifup <ethernet interface 2>
16. Virtual PMAC: Ping each of the switches' SVI (router interface) addresses to verify switch
[] Verify switch configuration.
configuration $ /bin/ping <switchlA mgmtVLAN IP>
$ /bin/ping <switchlB mgmtVLAN IP>
17. Virtual PMAC: To verify the 10S release on each switch:
[] Verify switch is $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
using proper I0OS listFirmware
iImage per Image: cat4500-ipbasek9-mz.122-53.SG2.bin
platform version $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
listFirmware
Image: cat4500-ipbasek9-mz.122-53.5G2.bin
18. Cabinet: Connect | Attach customer uplink cables. Refer to application documentation for
[] cables from which ports are uplink ports.

customer network

Note: If the customer is using standard 802.1D spanning-tree, the links

may take up to 50 seconds to become active.
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19. Virtual PMAC: Verify connectivity to the customer network by issuing the following
[] Verify access to command:
customer network $ /bin/ping <customer supplied ntp server address>
PING ntpserverl (10.250.32.51) 56(84) bytes of data.
64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1 ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
20. Virtual PMAC: Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:

$ sudo rm ~admusr/<fw filename>

$ sudo rm /var/TKLC/smac/image/

<fw filename>

3.2.5 Replace a Failed 4948/4948E/4948E-F Switch (RMS System, No PMAC
Installed) (netConfig)

This procedure replaces a failed 4948/4948E/4948E-F switch.

This procedure assumes a Platform 7.6.x interconnect. If the system being configured follows a different
platform interconnect, then the appropriate platform procedures should be followed.

Prerequisites:

e Complete 8.1 IPM Management Server before this procedure is attempted.

o A fully configured and operational redundant switch must be in operation. If this is not ensured,
connectivity may be lost to the end devices.

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP
Solutions Firmware Upgrade Pack.

Variable

Cisco 4948 Cisco 4948E

Cisco 4948E-F

<PROM_image_file>

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_server_mgmt_IP_address>
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Variable Value

<switchl1A_mgmtVLAN_IP_address>

<switch1B_mgmtVLAN_IP_address>

<switch_mgmtVLAN_ID>

<management_server_iLO_IP>

<switch_backup_user> admusr

<switch_backup_user_password>

Check application documentation

Ethernet Interface DL 360 DL 380 X3-2 X5-2 and X6-2 X7-2
<ethernet_interface_1> eth01 eth01 ethO1 eth01 eth02
<ethernet_interface_2> eth02 eth02 eth02 eth03 eth03

Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)

¢ Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 6.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result

1. Cabinet: Power If the failed switch is DC powered, power off using the cabinet breakers,

[] off failed switch then remove the DC power and ground cables.
If the failed switch is AC powered, remove the AC power cords from the
unit.

2. Cabinet: Find Determine whether switch1A or switch1B failed, locate the failed switch,

[] and prepare to and detach all network and console cables from the failed switch.

replace switch Note: If needed label cables before removal.
3. Cabinet: Replace | Remove failed switch and replace with new switch of same model.
[] switch
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Procedure 6. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
4, Cabinet: Power If the switch is DC powered, attach the DC power and ground cables, then
[] on replacement power on the replacement switch using the appropriate cabinet breakers;
switch otherwise, connect the AC power cords to the unit (AC).
5. Cabinet: Attach Connect all network and console cables to the new switch except the
[] cable to new customer uplink cables. Ensure each cable is connected to the same ports
switch of the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink

6. Management If the appropriate image does not exist, copy the image to the management
[] Server: Verify server.
IOS image is on Note: Check the FW version on the mate switch and select the matching
system FW image from the backup directory/TFTP directory.

To check the FW on the mate switch, use the following command:

If replacing switchl1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

If replacing switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0

License: entservicesk9

Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
Determine if the IOS image for the 4948/4948E/4948E-F is on the virtual
management server C.

$ sudo /bin/ls -1 /var/TKLC/smac/image/<IOS image file>

$ sudo /bin/ls -1 <switch backup directory>/<ios image>
If the file exists and is in the TFTP directory, skip the remainder of this step
and continue with the next step. If the file does not exist, copy the file from
the firmware media.
If the file is in the backup directory copy it to the TFTP directory:

$ sudo /bin/cp -i <switch backup directory/<ios image>
/var/TKLC/smac/image/
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Procedure 6. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
7. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
[] | Server: Enable ns=Xinetd

tftp on the system startXinetdService service tftp
for tftp transfer of

. Login on Remote: platcf
IOS upgrade file d P g

Password of platcfg: <platcfg password>
1

$ sudo iptablesAdm insert —--type=rule —--protocol=ipv4d --
domain=10platnet --

table=filter --chain=INPUT --persist=yes --match="-s
<mgmt network> -p udp --

dport 69 -j ACCEPT" --location=1
8. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4d --
[] Server: Verify chain=INPUT --domain=10platnet --table=filter
firewall is Persist Domain __Table_ Chain Match
ConﬂgurEd Yes l0platnet filter INPUT -s <mgmt network> -p udp —dport
69 -3 ACCEPT
9. Management Ensure the interface of the server connected to the switch is the only
[] Server: interface up and obtain the IP address of the management server
Manipulate host management interface by performing the following commands:
server physical $ sudo /sbin/ifup <ethernet interface 1>
interfaces

$ sudo /sbin/ifdown <ethernet interface 2>
$ sudo /sbin/ip addr show
<management server mgmtInterface> | grep inet

The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>
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Step | Procedure Result
10. Manag.ement Note: ROM and PROM are intended to have the same meaning for this
[] | Server: Get procedure.
PROM information ] ]
Connect to switch and check the PROM version.
If replacing switch1A:
Connect serially to switch1A by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlA console
If replacing switch1B:
Connect serially to switch1B by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlB console
Enter platcfglpmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact Error! Bookmark not
defined..
Note the I0S image and ROM version for comparison in a following step.
Exit from the console by pressing <Ctrl-e><c><.> and you are returned to
the server prompt.
Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the
procedure in Appendix G to upgrade the PROM for switch1A.
11. Management Connect serially to the switch and reload the switch by issuing the following
[] Server: Reset commands:

switch to factory
defaults

Switch# write erase

Switch reload
Wait until the switch reloads, then exit from console; press <Ctrl-e><c><.>
and you are returned to the server prompt. Wait for the first switch to finish
before repeating this process for the second switch.

Note: There might be messages from the switch. If asked to confirm,
press Enter. If asked yes or no, type in no and press Enter.
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12. Management Older platform init files may not work on Platform 7.6.x systems. Copy the
[] Server: Initialize switch appropriate init.xml file from application media using application
switch provided procedures. For example, for switch1lA copy
switchlA_4948 4948E _init.xml.
If replacing switch1A, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E ini
t.xml
If replacing switch1B, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlB 4948 4948E ini
t.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output
of this command for any errors. If this fails for any reason, stop this
procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hosthname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
For switchl1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
For switch1B:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname
Hostname: switchlB
13. Management Verify the switch is using the proper 10S image per Platform version by
[] Server: Verify issuing the following commands:
I0S image For switch1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware
For switch1B:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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14, Management Older platform init files may not work on Platform 7.6.x systems. Copy the
[] Server: Initialize switch appropriate init.xml file from application media using application
switch provided procedures. For example, for switch1lA copy
switchlA_4948 4948E _init.xml.
If replacing switch1A, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E ini
t.xml
If replacing switch1B, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlB 4948 4948E ini
t.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output
of this command for any errors. If this fails for any reason, stop this
procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
For switchl1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
For switch1B:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname
Hostname: switchlB
15. Management Verify the switch is using the proper 10S image per Platform version by
[] Server: Verify issuing the following commands:

switch is using
proper I0OS image
per platform
version

For switch1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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16. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
[] Server: Disable ns=Xinetd stopXinetdService service tftp force yes
TFTP Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
Ensure the tftp service is not running by executing the
following command. A zero
is expected.
$ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
ns=Xinetd
getXinetdService service tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>
0
If a 1 is returned, repeat this step until getXinetdService returns a zero.
17. Management $ sudo iptablesAdm delete --type=rule --protocol=ipv4 --
[] Server: Remove domain=10platnet --table=filter --chain=INPUT --persist=yes --
theip&ﬂﬂes rule to match="-s <mgmt network> -p udp --dport 69 -j ACCEPT"
allow TFTP
18. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --
[] Server‘\hﬂﬁythe chain=INPUT --domain=10platnet --table=filter
firewall is Persist Domain __Table_  Chain Match
configured
properly
19. Management $ sudo /bin/cp -1 /usr/TKLC/smac/etc/switch/backup/<swname>-
[I Server: Copy the backup ~<switch_backup_user>/
smﬂuﬁlbackup $ sudo /bin/cp -1 /usr/TKLC/smac/etc/switch/backup/<swname>-
files to the current backup.info ~<switch backup user>/
directory Get a list of the file copied over.
Note: switchlA is shown as an example.
$ /bin/ls -1
switchlA-backup
switchlA-backup.info
switchlA-backup.vlan
20. Management $ cd ~<switch backup user>
[] Server: Restore $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-

backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
restoreConfiguration service=ssh service

filename=<switch hostname>-backup

Note: If the command failed with error message same as or similar to
Error saving to service, and the TPD version is 7.6.0.0.0_88.50.0
or later, refer to Error! Reference source not found..
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21. Management Ping each of the switches' SVI (router interface) addresses to verify switch
[] Server: Verify configuration.
switch $ /bin/ping <switchlA mgmtVLAN IP>
configuration $ /bin/ping <switchlB mgmtVLAN IP>
22. Management To verify the 10S release on each switch:
] Server: Verify $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
switch is using listFirmware
proper 10S image Image: cat4500-ipbasek9-mz.122-53.SG2.bin
permaﬁonn $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
Version listFirmware
Image: cat4500-ipbasek9-mz.122-53.35G2.bin
23. Cabinet: Connect | Attach customer uplink cables. Refer to application documentation for
[] cables from which ports are uplink ports.
customer network | Note:  If the customer is using standard 802.1D spanning-tree, the links
may take up to 50 seconds to become active.
24, Management Verify connectivity to the customer network by issuing the following
[] Server: Verify command:
access to $ /bin/ping <customer supplied ntp server address>
customer network PING ntpserverl (10.250.32.51) 56(84) bytes of data.
64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1 ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
25. Management Remove the FW images from the users' home directory and TFTP directory
[] Server: Clean up | with the following command:

FW

$ sudo rm ~admusr/<fw_ filename>

$ sudo rm /var/TKLC/smac/image/<fw_ filename>

3.2.6 Replace a Failed 9372TX-E Switch (PMAC Installed) (netConfig)
This procedure replaces a failed 9372TX-E switch.

This procedure assumes a healthy PMAC with the original netConfig repository intact. If this is not the
case and a PMAC disaster recovery needs to be performed, see [7] PMAC Disaster Recovery, Release
6.6.. If a PMAC does not exist and a DR is not possible, disregard this procedure and perform 3.2.3
Configure Cisco 9372TX-E Aggregation Switches (PMAC Installed) (netConfig).

Prerequisites:

¢ A fully configured and operational redundant switch must be in operation. If this is not ensured,
connectivity may be lost to the end devices.

e Access to the switch configuration backup file for the failed switch. This generally resides on the
PMAC in directory /usr/TKLC/smac/etc/switch/backup and typically has a name format of
<switch hostname>-backup. If the file does not exist on the PMAC, work with the local switch
administrator to determine if an offloaded copy exists
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Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment, while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate values.

Variable Value

<switch_backup_user> admusr

<switch_backup_user_password>
Check application documentation

<fw_filename>

The firmware version must match the
operational redundant switch. This is
checked in a procedural step.

<switch_backup_user_home_directory>
/usr/TKLC/smac/etc/switch/backup

<management_server_mgmtinterface>

<management_server_mgmt_IP_address>

Ethernet Interface Oracle Server
<ethernet_interface_1> eth01
<ethernet_interface_2> eth03

Note: The onboard administrators are not available during the configuration of Cisco
4948/4948E/4948E-F switches.

Needed Material: Cisco FW file acquired through Error! Bookmark not defined..

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 7. Replace a Failed 9372TX-E Switch

Step | Procedure Result
1. Cabinet: If the failed switch is DC powered, power off using the cabinet breakers, then
[] Power off failed | remove the DC power and ground cables.
switch If the failed switch is AC powered, remove the AC power cords from the unit.
2. Cabinet: Find | Determine whether switch1A or switch1B failed, locate the failed switch, and
[] and prepare to | detach all network and console cables from the failed switch.

replace switch | Note:  If needed label cables before removal.

Cabinet: Remove failed switch and replace with new switch of same model.
Replace switch

[
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Procedure 7.

Replace a Failed 9372TX-E Switch

Step | Procedure Result

4. Cabinet: If the switch is DC powered, attach the DC power and ground cables, then

[] Power on power on the replacement switch using the appropriate cabinet breakers;
replacement otherwise, connect the AC power cords to the unit (AC).
switch

5. Cabinet: Connect all network and console cables to the new switch except the

[] Attach cable to | customer uplink cables. Ensure each cable is connected to the same ports of
new switch the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink

6. Virtual PMAC: | If the appropriate image does not exist, copy the image to the PMAC.

[] | Verify I0S Note: Check the FW version on the mate switch and select the matching FW
image is on image from the backup directory/TFTP directory. The firmware
system version must be identical between mating switches.

To check the FW on the mate switch, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
device=<mate switchname> getFirmware

Version: 7-0.I4.2
Flash: nxos.7.0.3.I4.bin
Determine if the I0S image for the 9372TX-E is on the virtual PMAC.
$ sudo /bin/ls -1 <switch backup directory>/<fw filename>
or
$ sudo /bin/ls -1 /var/TKLC/upgrade/<fw filename>
If the FW file exists, verify a symbolic link exists to the firmware file in the
backup user directory by using the following command:
If the file is in the backup directory copy it to the TFTP directory:
$ sudo /bin/ls -al ~<switch backup user>/*.bin
lrwxrwxrwx 1 root root 37 Dec 16 16:42 nxos.7.0.3.I4.2.bin ->
/var/TKLC/upgrade/nxos.7.0.3.14.2.bin
If the link exists, verify it is correct by verifying the FW file exists in the location
pointed to by the link

Note: The FW file location pointed to by the link is everything after the "->" in
the output of the previous command.

The output below is for example only, and is based on the example output
given above:
$ sudo /bin/ls -al /var/TKLC/upgrade/nxos.7.0.3.I4.2.bin
-rw-r--r-- 1 admusr admgrp 696987648 Nov 30 13:38
/var/TKLC/upgrade/nxos.7.0.3.I4.2.bin
If the link does not exist, or is incorrect, remove the existing link and create the
correct link by executing the following commands:
$ cd ~<switch backup user>

$ sudo /bin/rm -f
~<switch backup user>/<name of incorrect link>

$ cd ~<switch backup user>
$ 1In -s <switch backup directory>/<fw filename>
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Procedure 7.

Replace a Failed 9372TX-E Switch

Step

Procedure

Result

$ 1s -al ~<switch backup user>/<fw filename>
lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw filename> -> /var/TKLC/upgrade/<fw filename>

If the FW image does not exist on the virtual PMAC, copy it to the switch
backup directory. Change the FW image file permissions by executing the
following command:

$ sudo /bin/chmod 644 /var/TKLC/upgrade/<fw filename>
Execute the following command to confirm the new permissions:

$ 1s —al /var/TKLC/upgrade/<fw_ filename>

-rw-r--r-- 1 root root 696987648 Mar 30 12:31 <fw_ filename>
Verify the <switch_backup_user> directory has a symbolic link to the FW file in
/var/TKLC/upgrade.

$ 1s -al ~<switch backup user>/<fw filename>

lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18

/home/admusr/<fw filename> -> /var/TKLC/upgrade/<fw filename>
If the symbolic link does not exist, execute the following commands to create
the link and verify it was created correctly:

$ cd ~<switch backup user>

$ 1In -s /var/TKLC/upgrade/<fw_ filename>

$ 1s -al ~<switch backup user>/<fw filename>

lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw filename> -> /var/TKLC/upgrade/<fw filename>

X

Management
Server:
Manipulate
host server
physical
interfaces

This step only pertains to failed switches in the first frame with a switchID of A
or B. In other words, the switches that host the management server interface.
If the failed switch has a switchID of C-F or resides in frame 2 or beyond, this
step can be ignored and the user may proceed with the next step.
Connect to the management server and perform the following commands:
$ sudo /sbin/ifup <ethernet interface 1>
$ sudo /sbin/ifdown <ethernet interface 2>
$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
If replacing switch with an identity of framelD 1 switchID B:
$ sudo /sbin/ifup <ethernet interface 2>
$ sudo /sbin/ifdown <ethernet interface 1>
$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet

The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
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Procedure 7.

Replace a Failed 9372TX-E Switch

Step | Procedure Result
8. Virtual PMAC: | Initialize the switch by performing the following command:
] Initialize switch $ sudo /usr/TKLC/plat/bin/initializeSwitch --switch
<switch hostname>
Enter your platcfg username, followed by [ENTER]:
<platcfg username>
Enter your platcfg password, followed by [ENTER]:
<platcfg password>
9. Virtual PMAC: | Copy the switch backup files to the home directory of the
] Copy switch <switch_backup_user> by performing the following command:
backup file $ sudo /bin/cp -i
/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup*
~<switch backup user>/
$ sudo /bin/cp -i
/usr/TKLC/smac/etc/switch/backup/<switch hostname>-
backup.info ~<switch backup user>/
10. Virtual PMAC: $ cd ~<switch backup user>
] Restore $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-
backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
restoreConfiguration service=ssh service
filename=<switch hostname>-backup
Note: If the command failed with error message same as or similar to Error
saving to service, and the TPD version is 7.6.0.0.0_88.50.0 or later,
refer to Appendix T.
11. Management Connect to the management server perform the following commands:
] Server: Make $ sudo /sbin/ifup <ethernet interface 1>
sure both $ sudo /sbin/ifup <ethernet interface 2>
interfaces are
enabled host
server
12. Cabinet: Attach customer uplink cables. Refer to application documentation for which
[] Connect cables | ports are uplink ports.
from customer
network
13. Virtual PMAC: | Verify network reachability and configuration.
] Verify proper $ /bin/ping -w3 <switch IP>
conﬂguranon of $ sudo /usr/TKLC/plat/bin/netConfig --
switches

device=<switch hostname> showConfiguration
Inspect the showConfiguration output to ensure it is configured per site
requirements.
Note the showConfiguration output provides output in vendor-specific
syntax/language. Look for the existence of expected VLANs and IP addresses
to verify the configuration is correct.
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Procedure 7. Replace a Failed 9372TX-E Switch

Step | Procedure Result

Management Remove the FW images from the users' home directory and TFTP directory
Server: Clean | with the following command:
up FW $ sudo rm ~admusr/<fw filename>

$ sudo rm /var/TKLC/smac/image/<fw filename>

3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020

Enclosure Switch (netConfig)

This procedure backs up the Cisco aggregation and enclosure switches.

Prerequisites for RMS system aggregation switch:

8.1 IPM Management Server

Step 2 of 9.1 Install TVOE on the Management Server to install the IPM DL380 server.

9.2 Configure TVOE Network

3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)

Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

Prerequisites for c-Class system aggregation switch (Oracle-provided):

8.1 IPM Management Server

9.1 Install TVOE on the Management Server

9.2 Configure TVOE Network

9.3 Deploy PMAC Guest

3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)

Prerequisites for Cisco 3020 enclosure switch:

8.1 IPM Management Server

9.1 Install TVOE on the Management Server
9.2 Configure TVOE Network

9.3 Deploy PMAC Guest

3.3.1 Configure Cisco 3020 Switch (netConfig)

Variable Value

<switch_backup_user> (also needed in switch admusr

configuration procedure)

<switch_backup_user_password> (also needed in
switch configuration procedure)

Check application documentation

<switch_name>
Hostname of the switch
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Variable Value

<switch_backup_directory>
Non-PMAC System:
/usr/TKLC/plat/etc/switch/backup
PMAC System:
/usr/TKLC/smac/etc/switch/backup

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 8. Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020

Enclosure Switch

Step | Result
1. Verify switch is initialized correctly and connectivity to the switch by verifying the hostname.
] $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name> getHostname
Hostname: switchlA
Note: The value beside Hostname should be the same as the <switch_name> variable.
2. Run the netConfig --repo showService name=ssh_service command and look for ssh service.
[] $ sudo /usr/TKLC/plat/bin/netConfig --repo showService name=ssh service
Service Name: ssh service
Type: ssh
Host: 10.250.62.85
Options:
password: C20F7D639AETE7
user: admusr
In the ssh_service parameters, the value for user: is the value for the variable
<switch_backup_user>.
3. Verify existence of the backup directory.
[] $ sudo /bin/ls -i <switch backup directory>
If the output contains:
ls: cannot access <switch backup directory>: No such file or directory
Create the directory with:
$ sudo /bin/mkdir -p <switch backup directory>
Change directory permissions:
$ sudo /bin/chmod go+x <switch backup directory>
If this is a PMAC system, change ownership:
$ sudo /bin/chown -R pmacd:pmacbackup <switch backup directory>
4, Execute the backup command.
[] $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>

backupConfiguration service=ssh service filename=<switch name>-backup

Note: If the command failed with error message same as or similar to Error saving to service,
and the TPD version is 7.6.0.0.0_88.50.0 or later, refer to Appendix T.
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Procedure 8. Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020

Enclosure Switch

Step | Result
5. Verify switch configuration was backed up by cat <switch_name> and inspect its contents to
[] ensure it reflects the latest known good switch configurations. Copy the files to the backup
directory.
$ sudo /bin/ls -i ~<switch backup user>/<switch name>-backup*
$ sudo /bin/cat ~<switch backup user>/<switch name>-backup*
$ sudo /bin/chmod 644 <switch name>-backup*
$ sudo /bin/mv -i ~admusr/<switch name>-backup* <switch backup directory>/
Note: The cat command may leave garbled text on the next terminal prompt. Disregard this
text.
Example:
[admusr@pmac ~]$
PUTTYPUTTYPUTTYPUTTYPuTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPu
6. Back up the PMAC application.
] $ sudo /usr/TKLC/smac/bin/pmacadm backup
PMAC backup has been successfully initiated as task ID 7

Note: The backup runs as a background task. To check the status of the background task use
the PMAC GUI Task Monitor screen, or issue the command $ sudo
/usr/TKLC/smac/bin/pmaccli getBgTasks. The result should eventually be PMAC
Backup successful and the background task should indicate COMPLETE.

Note: The pmacadm backup command uses a naming convention that includes a date/time
stamp in the filename (for example, backupPmac_20111025_100251.pef). Inthe
example provided, the backup filename indicates it was created on 10/25/2011 at
10:02:51 am server time.

7. Verify PMAC backup was successful.
[] Note: If the background task shows the backup failed, then the backup did not complete

successfully. STOP and contact Error! Bookmark not defined..

The output of pmaccli getBgTasks should look similar to the example below:
$ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks
2: Backup PMAC COMPLETE - PMAC Backup successful

Step 2: of 2 Started: 2012-07-05 16:53:10 running: 4 sinceUpdate: 2
taskRecordNum:

2 Server Identity:
Physical Blade Location:
Blade Enclosure:

Blade Enclosure Bay:
Guest VM Location:

Host IP:

Guest Name:

TPD IP:

Rack Mount Server:

IP:

Name :
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Procedure 8. Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
Enclosure Switch

Step | Result

8. Save the PMAC backup.

[ The PMAC backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PMAC backup to an appropriate remote server. The PMAC backup files are saved in
the following directory: /var/TKLC/smac/backup.

Save FW files.

If a firmware upgrade, switch replacement, or an initial install (which performed a FW upgrade
during initialization) was performed, backup the FW image used by performing one of the
following commands:
If the FW upgrade was performed with TFTP:

If on a PMAC system:

$ sudo /bin/mv -i /var/TKLC/smac/image/<fw_ image>
<switch backup directory>/

If on a non-PMAC system:

$ sudo /bin/mv -i /var/lib/tftpboot/<fw image>
<switch backup directory>/

If the FW upgrade was performed with SCP:

$ sudo /bin/mv -i ~<switch backup user>/<fw image>
<switch backup directory>/

Otherwise, proceed to the next step.

®

10. Repeat steps 1. and 4. through 6. for each switch to be backed up.
[

3.2.8 Replace a Failed Telco T5C-24GT

This procedure configures a Telco T5C-24GT switch with an appropriate configuration from its
corresponding T1200 server.

This procedure assumes a T1200 server running TPD 6.7 or higher and connected serially to the Telco
T5C-24GT switch console port via /dev/ttyUSB1.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate values.

Variable Value

<T1200_server_ RMM_IP>

<T1200_server_RMM_user>

<T1200_server_RMM_user_password>

<T1200_server__password>

<Telco_switch_name>

<Telco_switch_password>

<Telco_switch_Enable_password>

<T5CL3_24 firmware_image_file>
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Variable

Value

<Remote_customer_target_IP>

Notes:

e See the T1200 Solutions Firmware Upgrade Pack (Tekelec part# 909-1618-001) for appropriate
T5CL3_24G firmware image.

e The <Remote_customer_target_IP> is identified later in this procedure.

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 9. Replace a Failed Telco T5C-24GT

Step | Procedure Result
1. Telco Identify and power down the failed Telco switch. Label and disconnect all
[] T5CL3_24G: cables connected to the Telco switch. Remove the defective Telco switch
Power off failed
switch
2. Telco Install new Telco switch and re-cable all cables, except for uplinks to customer
[] T5CL3_24G: network. Connect power and power on switch.
Replace switch | | the ssh_service parameters, the value for user is the value for the variable
<switch_backup_user>.
3. Management Log into the Remote Management module (RMM) using Internet Explorer with
[] Server RMM: the <T1200_server RMM_user> and <T1200_server RMM_user_password>.
Login http://<T1200_server RMM_IP>
4, Management Click the Console icon in the upper left corner to launch the Remote Console
[] Server RMM: on the server.
Log into the Click Don’t Block if the Security Warning window displays.
Telco T1200 Note: Different versions of Internet Explorer may present additional securit
remote console ' P yp y
prompts.
If not already done, login as admusr using the <T1200_server_password>
password.
5. Management Determine whether needed minicom files are already available by issuing the
[] Server: Verify | following command:
console_ $ /bin/ls -1 /etc/minirc.*
connection If the minirc.<Telco_switch_name> file is not listed, set up the serial
connections to the switch by issuing the following command:
$ sudo /usr/TKLC/plat/bin/remoteConsole --add --
name=<Telco switch name> --bps=9600 --port=ttyUSBI1
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Procedure 9.

Replace a Failed Telco T5C-24GT

Step | Procedure Result
6. Management $ sudo /usr/bin/minicom <Telco switch name>
[] Server: Welcome to minicom 2.1
Connect OPTIONS: History Buffer, F-key Macros, Search History Buffer,
serially to the I18n
switch Compiled on Jan 7 2007, 01:16:05.
Press CTRL-A Z for help on special keys
Press Enter
Password: <Telco switch password>
T5C-24GT>
Switch> enable
Password: <Telco switch enable password>
T5C-24GT#
If the enable command prompts for a password, the switch is not in a factory
default configuration. This may be due to a previous configuration attempt. If
this is the case, restore the factory default configuration by typing:
T5C-24GTH# write erase
wait ..
T5C-24GT# reload no-save
Proceed with reload? [y/n] : vy
Rebooting..
[Additional output omitted]
The switch reboots to the factory default configuration. The following displays:
User Access Verification
Password:
7. Management Type exit and press Enter to exit the console session.
[] | Server: Exit Exit the minicom session:
g:;:(\;\;gc:n d 1. Press Ctrl-A.
minicom 2. Press X.
sesston 3. Press Enter.
8. Management $ /bin/ls -1 /usr/TKLC/plat/etc/vlan.conf
M Server: Verify /usr/TKLC/plat/etc/vlan.conf
the switch If the file “vlan.conf” file does not exist, stop and contact Error! Bookmark not
configuration defined..
file exists
9. Management $ /bin/ls -1
[] Server: Verify /var/TKLC/switchconfig/<T5CL3 24G firmware image file>
the switch If the appropriate image does not exist, please check the T1200 Solutions

firmware binary
exists

Firmware Upgrade Pack (Tekelec part# 909-1618-001), or contact Error!
Bookmark not defined..

Page | 83

E93270-01




PMAC 6.6 Configuration Guide

Procedure 9.

Replace a Failed Telco T5C-24GT

Step | Procedure Result
10. Management $ /sbin/chkconfig --list tftp
] Server: Verify | tftp off
TFTP service is | f the tftp service is set to off, turn on tftp by issuing the following command:
enabled $ sudo /sbin/chkconfig tftp on
Verify that it is now enabled:
$ /sbin/chkconfig --list tftp
tftp on
11. Management $ sudo /sbin/service xinetd status
[] | Server: Verify | |f the output from the above command is:
ﬁneui§enﬂce xinetd (pid xxxx) 1s running...
IS running Run the following command:
$ sudo /sbin/service xinetd restart
Stopping xinetd: [ OK ]
Starting xinetd: [ OK ]
If the output from the above command is:
xinetd is stopped
Run the following command:
$ sudo /sbin/service xinetd start
Starting xinetd: [ OK ]
12. Management Run iptablesAdm to modify iptables to allow the switch to pull configuration
[] Server: Modify | data from the server.
iptables to $ sudo iptablesAdm insert --type=rule --protocol=ipv4 --
allow TFTP domain=10platnet --table=filter --chain=INPUT --persist=yes -
-match="-s <mgmt network> -p udp --dport 69 -j ACCEPT" --
location=1
13. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --
] Server: Verify chain=INPUT --domain=10platnet --table=filter
firewall is Persist Domain __Table Chain Match
configured yes l0platnet filter INPUT -s <mgmt network> -p udp --dport
properly 69 -j ACCEPT
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Procedure 9.

Replace a Failed Telco T5C-24GT

Step | Procedure Result
14. Management Run switchconfig to configure the switch.
] Server: $ sudo /usr/TKLC/plat/sbin/switchconfig --
Configure the swname=<Telco switch name>
switch Successfully enabled on switch <Telco switch name>.
Reloading switch <Telco_switch_name> with defaults, please
standby...
Switch <Telco switch name> successfully set to default
configuration.
Successfully started management VLAN on <Telco_switch name>.
Startup configuration created OK.
Successfully uploaded startup config for <Telco switch name>.
Removing config file <Telco switch name>.startup-config from
/var/lib/tftpboot.
Reloading switch <Telco switch name>, please standby..
Reload of switch <Telco switch name> complete.
Switch <Telco switch name> successfully configured.
Note: This step takes approximately 20 minutes to complete.
15. Management Stop the xinetd service once the switch has been upgraded and configured:
[] Server: Stop $ sudo /sbin/service xinetd stop
the )finetd Stopping xinetd:
service
16. Management Disable the tftp service by running the following command:
[] Server: $ sudo /sbin/chkconfig tftp off
Disable TFTP
services
17. Telco Connect the uplink cables from the new Telco switch to the customer network.
[] T5CL3_24G:
Connect uplink
cables
18. Management To ensure traffic is flowing through both Telco switches properly after a RMA
] Server: Test procedure, start up a ping on each T1200 server:
switches

$ /bin/ping <Remote customer target ip>

Notes

e If the management server is a SOAM, use the IP address of the NOAM
VIP for <Remote_customer_target_ip>.

¢ If the management server is an NOAM, use the address of the SOAM VIP
for <Remote_customer_target _ip>.
With these pings running on each server, perform the following steps:

1. Onthe Management Server connected to the replacement Telco switch,
force it to use eth01 by running the following command:

$ sudo /sbin/ifenslave -c¢ bondl ethO1

2. On the mated Management server connected to the mated Telco switch,
force it to use eth02 by running the following command:
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Procedure 9. Replace a Failed Telco T5C-24GT

Step | Procedure Result

$ sudo /sbin/ifenslave —-c bondl eth02

If either server is not pinging correctly or has stopped responding at this
point, please contact Error! Bookmark not defined..

On the new/replacement Telco switch, unplug the customer uplink cables.

Verify the pings from each server are still reaching
<Remote_customer_target_ip>.

There may be a brief pause after unplugging the uplink cables as the
mated switch takes over the VRRP interfaces (less than 5 seconds).

e If the pings are no longer reaching <Remote_customer_target_ip> on
both servers, stop and contact Error! Bookmark not defined..

e If the pings continue, this verifies the mated switch is performing as
expected by sending traffic to the customer network, and traffic is
flowing to it over the ISL from the replacement Telco switch.

5. Replace the uplink cables to the customer network on the replacement
Telco switch.

6. On the mated Telco switch, unplug the customer uplink cables.

7. Verify the pings from each server are still reaching
<Remote_customer_target_ip>.

Again, there may be a brief pause after unplugging the uplink cables as
the replaced Telco switch takes over the VRRP interfaces (less than 5
seconds).

¢ If the pings are no longer reaching <Remote_customer_target_ip> on
both servers, stop and contact Error! Bookmark not defined..

¢ If the pings continue, this verifies traffic is flowing over the
replacement Telco switch to the customer network and over the ISL
and that both switches are functioning as expected.

8. Replace the uplink cables to the customer network on the replacement
Telco switch.
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Procedure 9.

Replace a Failed Telco T5C-24GT

Step | Procedure Result
19. Management Execute the commands that disable tftp transfer.
] Server: $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
Disable TFTP ns=Xinetd stopXinetdService
service tftp force yes
Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
Ensure the tftp service is not running by executing the following command. A
zero is expected.
$ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
ns=Xinetd getXinetdService
service tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>
0
If a 1 is returned, repeat this step until getXinetdService returns a zero.
20. Management $ sudo iptablesAdm delete --type=rule --protocol=ipv4d --
D Server: domain=10platnet --table=filter --chain=INPUT --persist=yes --
Remove the match="-s <mgmt network> -p udp --dport 69 -j ACCEPT"
iptables rule to
allow TFTP
21. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --
] Server: Verify chain=INPUT --domain=10platnet --table=filter
the firewall is Persist _ Domain __Table _Chain_ _ Match
configured
properly

3.3 C-Class Enclosure Switch — netConfig Procedures

3.3.1 Configure Cisco 3020 Switch (netConfig)

This procedure configures 3020 switches from the PMAC server using templates included with an

application.

Prerequisites:

e PMAC must be installed

¢ 3.1 Configure netConfig Repository

e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e If the aggregation switches are supported by Oracle, the Cisco 4948/4948E/4948E-F switches must
be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact Error! Bookmark not defined.

for assistance.
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e No IPM switches activity can occur during the execution of this procedure.

Note:

Needed Material
e HP MISC Firmware 1SO image

The Cisco 3020 is not compatible with the IPv6 management configuration.

e Refer to the [4] Oracle Firmware Upgrade Pack Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result

1. Virtual PMAC: | Login as admusr to the PMAC, then run:
[ Prepare for $ /bin/ping -w3 <mgmtVLAN gateway address>

switch

configuration
2. Virtual PMAC: | For each 3020 switch, verify network reachability.
[] Verify network $ /bin/ping -w3 <enclosure switch IP>

connectivity
3. Virtual PMAC: | Enable the DEVICE.NETWORK.NETBOOT feature with the management role
[] Modify PMAC to allow tftp traffic:

feature to allow $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --

TFTP featureName=DEVICE.NETWORK.NETBOOT --enable=1

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures
Note: This may take up to 60 seconds to complete.

4. Virtual PMAC: | Verify the initialization xml and configuration xml template files are present
[] Verify template | on the system and are the correct version for the system.

xml files exist

Note: The XML files prepared in advance with the NAPD can be used as
alternatives.

$ /bin/more /usr/TKLC/smac/etc/switch/xml/3020 init.xml
$ /bin/more /usr/TKLC/smac/etc/switch/xml/3020 configure.xml

If either file does not exist, copy the files from the application media into the
directory.

If 3020 _init.xml file exists, page through the contents to verify it is devoid of
any site-specific configuration information other than the device name. If the
template file is appropriate, then continue to step 6.

If 3020_configure.xml file exists, page through the contents to verify it is the
appropriate file for this site and edited for this site. All network information is
necessary for this activity. If the template file is appropriate, then continue to
step 6.
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result

5. Virtual PMAC: | Update 3020_init.xml file:

] MOdify 3020 $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/3020 init.xml
?<mI f|Ies.for Update 3020_configure.xml file:
information ) , , ,
needed to sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/3020 config.xml
configure the Note: Modify values notated with a preceding dollar sign. So a value with
switch $some variable name needs to be modified. Remove the dollar sign

and the less than, greater than sign.
When editing is complete, save the file and quit.

6. Virtual 1. If the switch has been previously configured using netConfig or previous

[] PMAC/OA attempts at initialization have failed, use netConfig to reset the switch to
GUI: Reset factory defaults by executing the following command:
switch to

factory defaults

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
setFactoryDefault

If the command fails, use Internet Explorer to navigate to
<enclosure_switch_ip_address>.

2. If you are asked for a username and password, leave the username blank
and use the appropriate password provided by the application
documentation.

Click OK.

4. If you are prompted with the Express Setup screen, click Refresh.

Catalyst Blade Switch 3020 Express Setup

GRefﬂasl‘ Q/K)Prlr: ?H-:—I:x

Network Settings

Management Intarface (VLAN ID):
1P Address: Subnet Mask: | 128
Defavit Gateway: o Lfeo]fs |D

Swritch Password: Canfirm Switch Password

Optional Settings

Hast Nama: Switch

Telnet Access: CEnable @ Disable

Telnet Password: Confirm Telnet Password:
SNMP: Enable (@ Disable

SNMP Read Community: SNMP Write Community:

System Contact System Locabon:

5. If you are prompted with Do you want a secured session with the
switch?, click No.

A new Catalyst Blade Switch 3020 Device Manager displays.
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result

6. Navigate to Configure -> Restart/Reset.

Dashboard

w Configure
Port Settings * Restart the switch with its current settings.

Express Setup
Restart / Reset
b Monitor
} Maintenance

" Reset the switch to factory defaults, and then restart the switch.

7. Select the Reset the switch to factory defaults, and then restart the
switch option.

8. Click Submit.

9. Click OK to continue with the reset.

Windows Internet Explorer

»_?/ The device will reset to its Factory defaulk settings and will delete its current IP address. Do you want to continue?

[ oK |’ Cancel ]

Note: Do not wait for the switch to finish reloading before proceeding to the
next step.

Virtual PMAC: | Remove the old ssh key:

Remove the $ sudo /usr/bin/ssh-keygen -R <enclosure switch ip>

old ssh key and :

initialize th The following command must be entered at least 60 seconds and at most 5
initialize the minutes after the previous step is completed.

switch
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml1/3020 init.xml

Processing file: /usr/TKLC/smac/etc/switch/xml/3020 init.xml

X

Waiting to load the configuration file...
loaded.
Attempting to login to device...

Configuring....

Note: This step takes about 10-15 minutes to complete. It is imperative that
you wait until returned to the command prompt. DO NOT PROCEED
UNTIL RETURNED TO THE COMMAND PROMPT.

Check the output of this command for any errors. A successful completion of
netConfig returns the user to the prompt. Due to strict host checking and the
narrow window of time in which to perform the command, this command is
prone to user error. Most issues are corrected by returning to the previous
step and continuing. If this step has failed for a second time, stop the
procedure and contact Error! Bookmark not defined..
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result
8. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
[j Reboot the reboot save=no
switch using Wait 2-3 minutes for the switch to reboot. Verify it has completed rebooting
netConfig and is reachable by pinging it.
$ /bin/ping <enclosure switch IP>
From 10.240.8.48 icmp seg=106 Destination Host Unreachable
From 10.240.8.48 icmp seg=107 Destination Host Unreachable
From 10.240.8.48 icmp seq=108 Destination Host Unreachable
64 bytes from 10.240.8.13: icmp seqg=115 ttl=255 time=1.13 ms
64 bytes from 10.240.8.13: icmp seqg=116 ttl=255 time=1.20 ms
64 bytes from 10.240.8.13: icmp seqg=117 ttl=255 time=1.17 ms
9. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ?_/Ia"date XML e Thefile is valid
ile
e All required options for commands are present
¢ All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -file=3020 configure.xml
—testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
10. Virtual PMAC: | Configure both switches by issuing the following command:
] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --

switches

file=/usr/TKLC/smac/etc/switch/xml1/3020 configure.xml

Processing file:
/usr/TKLC/smac/etc/switch/xml/3020 configure.xml

Note: This may take up to 2-3 minutes to complete.

Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Error! Bookmark not defined..

A successful completion of netConfig returns the user to the prompt.
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result
11. Virtual PMAC: | To verify the configuration was completed successfully, execute the following
[] Verify switch command and review the configuration:
configuration # sudo /usr/TKLC/plat/bin/netConfig showConfiguration --

device=<switch name>

Configuration: = (

Building configuration...

Current configuration : 3171 bytes

!

! Last configuration change at 23:54:24 UTC Fri Apr 2 1993 by
plat

!

version 12.2

<output removed to save space >

monitor session 1 source interface Gi0/2 rx

monitor session 1 destination interface GiO/1 encapsulation
replicate

end

)
Return to step 4. and repeat for each 3020 switch.

12. Virtual PMAC: | Disable the DEVICE.NETWORK.NETBOOT feature:

[] Modify PMAC $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --
feature to featureName=DEVICE.NETWORK.NETBOOT --enable=0
disable TFTP $ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

Note: This may take up to 60 seconds to complete.

13. Virtual PMAC: | Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or

[] Repeat Cisco 3020 Enclosure Switch (netConfig) for each switch configured in this
procedure.
14, Virtual PMAC: | Remove the FW file from the tftp directory.
] Clean up FW $ sudo /bin/rm -f /var/TKLC/smac/image/<FW_ image>
file

3.3.2 Replace a Failed 3020 Switch (netConfig)
This procedure configures a replacement 3020 switch.
Prerequisite: User has determined which switch has failed.
Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP
Solutions Firmware Upgrade Pack.

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image_file>

Needed Material: HP MISC firmware ISO image

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 11. Replace a Failed 3020 Switch

Step | Procedure Result
1. Cabinet: Remove failed switch and replace with new switch of same model.
[] Replace switch
2. Cabinet: Connect all network and console cables to the new switch. Ensure each cable
[] Attach cable to | is connected to the same ports of the replacement switch as they were in the
new switch failed switch.
Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink.
3. Virtual PMAC: | Firmware version must be identical between mating switches, to check the
] Move firmware | firmware on the mate switch use the following command:
image $ sudo /usr/TKLC/plat/bin/netConfig --
device=<switch hostname> getFirmware
Move the appropriate FW image from the switch backup directory to the TFTP
directory by performing the following command:
For a PMAC System:
$ sudo /bin/mv -i <switch backup directory/<FW_image>
/var/TKLC/smac/image/
For a non-PMAC System:
$ sudo /bin/mv -i <switch backup directory/<FW_image>
/var/lib/tftpboot/
Note: If the file does not exist on the server, copy it from the firmware media.
4. Virtual PMAC: | Perform 3.3.1 Configure Cisco 3020 Switch (netConfig), steps 3. through 9.
[] Apply and 12. , replacing the values for the switch being replaced.
configuration
5. Virtual PMAC: | Navigate to the <switch_backup_user> home directory.
] R9$UNethe $ cd ~<switch backup user>
switch to the Verify your location on the server
latest known S /bin/pwd
good in/pw
configuration /home/<switch backup user>
6. Virtual PMAC: | Copy the switch backup files to the home directory of the
[] Copy switch <switch_backup_user> by performing the following command:
backup file $ sudo /bin/cp -i

/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup*
/home/<switch backup user>/

Get a list of the file copied over.

Note: ‘'switchlA is shown as an example.
$ /bin/ls -1
switchlA-backup
switchlA-backup.info
switchlA-backup.vlan
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Procedure 11. Replace a Failed 3020 Switch

Step | Procedure Result
7. Virtual PMAC: | Verify switch is initialized correctly and connectivity to the switch by verifying
[] Verify switch is | the hostname.
initialized $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
getHostname

Hostname: switchlA

Note: The value beside Hostname should be the same as the
<switch_name> variable.

8. Virtual PMAC: $ cd ~<switch backup user>
[] Restore $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-
backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
restoreConfiguration service=ssh service
filename=<switch hostname>-backup
Note: If the command failed with error message same as or similar to Error
saving to service, and the TPD version is 7.6.0.0.0_88.50.0 or later,
refer to Appendix T.
9. Virtual PMAC: | Perform 3.3.1 Configure Cisco 3020 Switch (netConfig), step 10.
[] Verify
connectivity

10. Virtual PMAC: | Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:
$ sudo rm ~admusr/<fw_ filename>

$ sudo rm /var/TKLC/smac/image/<fw filename>

3.3.3 Configure HP 6120XG Switch (netConfig)

This procedure configures the HP 6120XG switches from the PMAC server and the command line
interface using templates included with an application.

Prerequisites:

¢ PMAC must be installed

¢ 3.1 Configure netConfig Repository

e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

¢ If the aggregation switches are supported by Oracle, the Cisco 4948/4948E/4948E-F switches must
be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact Error! Bookmark not defined.
for assistance.

e Must be able to issue commands on the switch command line interface
Needed Material
¢ HP MISC Firmware ISO image
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e Refer to the [4] Oracle Firmware Upgrade Pack Release Notes
e Application-specific documentation (document that referred to this procedure)
e Template xml files in an application ISO on the application media

Note: The HP 6120XG switch requires router advertisements for learning the IPv6 default route. No
manual IPv6 default route can be configured on this switch.

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
1. Virtual PMAC: | If aggregation switches are supported by Oracle, log into the management
[] Prepare for server as admusr to the PMAC, then run:
&thh _ $ /bin/ping -w3 <switchlA mgmtVLAN address>
configuration $ /bin/ping -w3 <switchlB mgmtVLAN address>

$ /bin/ping -w3 <switch mgmtVLAN VIP>

If aggregation switches are provided by customer, log into the management
server as admusr to the PMAC, then run:
$ /bin/ping -w3 <mgmtVLAN gateway address>

2. Virtual PMAC: | For each 6120XG switch, verify network reachability.
] Verify network $ /bin/ping -w3 <enclosure switch IP>
connectivity
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
3. Virtual PMAC: | If the 6120XG switch has been configured before this procedure, clear the
] Reset switch to | configuration using the following command:
factory defaults $ /usr/bin/ssh <username>@<enclosure switch IP>
Switch# config
Switch (config) # no password all
Password protection for all will be deleted, continue [y/n]?
Yy
Switch (config) # end
Switch# erase startup-config
Configuration will be deleted and device rebooted, continue
ly/nl? y
(switch will automatically reboot, reboot takes about 120-180
seconds)
Note: You may need to press [ENTER] twice. You may also need to use
previously configured credentials.
If the command fails, login using telnet and reset the switch to manufacturing
defaults.
$ /usr/bin/telnet <enclosure switch IP>
Switch# config
Switch(config)# no password all (answer yes to question)
Password protection for all will be deleted, continue [y/n]?
y
Switch (config) # end
Switch# erase startup-config
(switch will automatically reboot, reboot takes about 120-180
seconds)
Note: The console connection to the switch must be closed, or the
initialization fails.
4. Virtual PMAC: $ sudo /bin/cp -i /<path to media>/6120XG_init.xml
M Copy switch /usr/TKLC/smac/etc/switch/xml
configuration $ sudo /bin/cp -i /<path to
template from media>/6120XG_[single,LAG]Uplink configure.xml
media to TETP /usr/TKLC/smac/etc/switch/xml
directory $ sudo /bin/cp -i /usr/TKLC/plat/etc/TKLCnetwork-config-

templates/templates/utility/addQOS trafficTemplate 6120XG.xml
/usr/TKLC/smac/etc/switch/xml

where [single, LAG] are variables for either of these files:
e 6120XG_SingleUplink_configure.xml is for one uplink per enclosure switch
topology

e 6120XG_LAGUplink_configure.xml is for LAG uplink topology
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
5. Virtual PMAC: | Verify the switch initialization and configuration template files are in the correct
[] Verify switch directory.
configuration $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/xml/
-rw-r--r-- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6120XG_init.xml
-rw-r--r-- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6120XG [single, LAG]Uplink confi
gure.xml
-rw-r--r-- 1 root root 702 Sep 10 10:33
addQOS trafficTemplate 6120XG.xml
6. Virtual PMAC: | Modify values notated with a preceding dollar sign (for example, addresses
] Edit switch and VLAN IDs). So a value with $some variable name needs to be modified.
configuration Remove the dollar sign and the less than, greater than sign.
f'!f templ_e;_te for | Note: Files created in this step can be prepared ahead of time using NAPD.
Site-specific
information $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6120XG_init.xml
$ sudo /bin/vi
/usr/TKLC/smac/etc/switch/xml/6120XG_[single, LAG]Uplink confi
gure.xml
$ sudo /bin/vi
/usr/TKLC/smac/etc/switch/xml/addQOS trafficTemplate 6120XG.x
ml
7. Virtual PMAC: | Log into the switch using ssh.
[] Apply $ /usr/bin/ssh <username>@<enclosure switch IP>
include- Switch# confi
credentials 9
command to Switch (config) # include-credentials
the switch If prompted, answer yes to both questions.
Log out of the switch.
Switch (config) # logout
Do you want to log out [y/n]? vy
Do you want to save current configuration [y/n/"C]? y
8. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
N Initialize the file=/usr/TKLC/smac/etc/switch/xml/6120XG init.xml
switch Processing file: /usr/TKLC/smac/etc/switch/xml/3020 init.xml

Waiting to load the configuration file...
loaded.
Attempting to login to device...

Configuring....

Note: This step takes 5-10 minutes to complete.

The user is returned to the PMAC command prompt. If netConfig fails to
complete successfully, contact Error! Bookmark not defined..
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
9. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ]}_/la"date XML |4 The file is valid
ile
e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -
file=6120XG [single, LAG]Uplink configure.xml -testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
10. Virtual PMAC: | Configure both switches by issuing the following command:
[] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --
switches file=/usr/TKLC/smac/etc/switch/xml1/3020 configure.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/6120XG_[single, LAG]Uplink confi
gure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns the user to the prompt.
11. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
] Apply QoS file=/usr/TKLC/smac/etc/switch/xml/addQOS trafficTemplate 6120XG
settings ~xml
Note: The switch reboots after this command. This step takes 2-5 minutes.
12. Virtual PMAC: | Verify network reachability and configuration.
[] Verify proper $ /bin/ping -w3 <enclose switch IP>
configuration of s /usr/bin/ssh
switches <switch platform username>@<enclosure switch IP>
<switch platform username>@<enclosure switch IP>'s password:
<switch platform password>
Switch# show run
Inspect the output and ensure it is configured per site requirements.
13. Virtual PMAC: | Repeat steps 3. through 12. for each HP 6120XG.
[] Repeat
14. Back up HP for | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] each switch Switch for each switch configured in this procedure.
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
15. Virtual PMAC: | Remove the FW image from the users' home directory and TFTP directory
] Clean up FW with the following command:
$ sudo /bin/rm -f ~<switch backup user>/<fw filename>
3.3.4 Configure HP 6125G Switch (netConfig)

This procedure configures the HP 6125G switches from the PMAC server and the command line interface
using templates included with the application.

Prerequisites:

¢ PMAC must be installed

¢ 3.1 Configure netConfig Repository
e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e Must be able to issue commands on the switch command line interface

¢ If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E/4948E-F switches
must be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact Error! Bookmark not defined.
for assistance.

Needed Material

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
1. Virtual PMAC: | If the aggregation switches are supported by Oracle, login as admusr to the
[] Prepare for PMAC, then run:
switch $ /bin/ping -w3 <switchlA mgmtVLAN address>
configuration $ /bin/ping -w3 <switchlB mgmtVLAN address>
$ /bin/ping -w3 <switch mgmtVLAN VIP>
If the aggregation switches are provided by the customer, login as admusr to
the PMAC, then run:
$ /bin/ping -w3 <mgmtVLAN gateway address>
2. Virtual PMAC: | For each OA, verify network reachability.
[] | Verify network $ /bin/ping -w3 <OAl IP>
connectivity $ /bin/ping -w3 <OA2_ IP>
3. Virtual PMAC: | Login to OA1 to determine if it is active:
] Determine $ /usr/bin/ssh root@<OAl IP>
which OA is

The OA is active if you see the following:
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
cunenﬂyacﬂve Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6"'s password:
If you see the following, it is standby:
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 1
OA Role: Standby
root@10.240.8.5"'s password:
Press Ctrl + C to close the SSH session.
If OAL has a role of standby, verify that OA2 is the active by logging into it:
$ /usr/bin/ssh root@<OA2 IP>
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6"'s password:
In the following steps, OA refers to the active OA and <active_OA_IP> refers
to the IP address of the active OA.
Note: If no OA reports active, STOP and contact Error! Bookmark not
defined..
Exit the SSH session.
4. Virtual PMAC: | If the 6125G switch has been configured before this procedure, clear the

Restore switch

configuration using the following command:
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
[] to factory $/usr/bin/ssh root@<active OA IP>
defaults Using username "root".

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.70

Built: 10/01/2012 @ 17:53

OA Bay Number: 2

OA Role: Active

root@10.240.8.6's password: <OA password>

> connect interconnect <switch IOBAY #>

Press [Enter] to display the switch console:

Note: You may need to press ENTER twice. You may also need to use
previously configured credentials.

<switch>reset saved-configuration

The saved configuration file will be erased. Are you sure?

[Y/N]:y

Configuration file in flash is being cleared.

Please wait

MainBoard:

Configuration file is cleared.

<switch>reboot

Start to check configuration with next startup configuration
file, please wait......... DONE !

This command will reboot the device. Current configuration will
be lost, save current configuration? [Y/N]:n

This command will reboot the device. Continue? [Y/N]: y

The switch automatically reboots. This takes 120-180 seconds. The switch
reboot is complete when you see the following text:

[..Output omitted..]

User interface aux0 is available.

Press ENTER to get started.

When the reboot is complete, disconnect from the console by pressing Ctrl +
Shift + -, then d.

Note: If connecting to the virtual PMAC through the management server iLO
then Appendix E.1 Access a Server Console Remotely applies.
Disconnect from the console by pressing Ctrl +v.

Exit from the OA terminal:
>exit

Note: The console connection to the switch must be closed or the
initialization fails.
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
5. Virtual PMAC: $ sudo /bin/cp -i /<path to media>/6125G_init.xml
M Copy switch /usr/TKLC/smac/etc/switch/xml
configuration $ sudo /bin/cp -i /<path to media>/6125G configure.xml
template from /usr/TKLC/smac/etc/switch/xml
media to TFTP
directory
6. Virtual PMAC: | Verify the switch initialization and configuration template files are in the TFTP
[] Verify switch directory.
configuration $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/xml/
-rw-r--r-—- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6125G init.xml
-rw-r--r-- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6125G configure.xml
7. Virtual PMAC: | Modify values notated with a preceding dollar sign (for example, addresses
] Edit switch and VLAN IDs). So a value with $some variable name nheeds to be modified.
configuration Remove the dollar sign and the less than, greater than sign.
f'!te templf'}l_te for | Note: Files created in this step can be prepared ahead of time using NAPD.
site-specific
inforrr?ation $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6125G _init.xml
$ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6125G configure.xml
8. Virtual PMAC: | Note: The console connection to the switch must be closed or the
[] Initialize the initialization fails.
switch $ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/6125G init.xml
Note: This step takes 5-10 minutes to complete.
9. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getHostname --
] Verify switch device=<switch hostname>
initialized Hostname: <switch hostname>
Note: This step takes 2-3 minutes to complete.
The user is returned to the PMAC command prompt. If netConfig fails to
complete successfully, contact Error! Bookmark not defined..
10. Virtual PMAC Execute Appendix J Downgrade Firmware on a 6125G Switch to verify the
[] existing firmware version and downgrade if required
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
11. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ;_/Ia"date XML | o Thefile is valid
ile
e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig —-file=6125G configure.xml
—testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
12. Virtual PMAC: | Configure the switch by issuing the following command:
] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --
switch file=/usr/TKLC/smac/etc/switch/xml/6125G configure.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/6125G configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns the user to the prompt.
13. Virtual PMAC: | For IPv6 management networks, the enclosure switch requires an IPv6 default
[] Add IPv6 route to be configured. Apply the following command using netConfig:
default route $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
(IPv6 network addRoute network=::/0 nexthop=<mgmtVLAN gateway address>
only)
14. Virtual PMAC: | Once the HP 6125G has finished booting from the previous step, verify
[] Verify proper network reachability and configuration.
conﬁguraﬁonof $ /bin/ping -w3 <enclosure switch IP>
switch PING 10.240.8.10 (10.240.8.10) 56(84) bytes of data.64 bytes
from 10.240.8.10: icmp seg=1 ttl=255 time=0.637 ms64 bytes from
10.240.8.10:icmp seg=2 ttl=255 time=0.661 ms64 bytes from
10.240.8.10: icmp_ seg=3 ttl=255 time=0.732 m
$ /usr/bin/ssh <switch platform username>@<enclosure switch IP>
<switch platform username>@<enclosure switch IP>'s password:
<switch platform password>
Switch hostname> display current-configuration
Inspect the output and ensure it is configured as per site requirements.
15. Virtual PMAC: | Repeat steps 4. through 14. for each HP 6125G switch.
[] Repeat
16. Virtual PMAC | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] Switch for each switch configured in this procedure.
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result

17. Virtual PMAC:
[] Clean up FW
file

Remove the FW file from the tftp directory.
$ sudo /bin/rm -f ~<switch backup user>/<FW image>

3.3.5 Configure HP 6125XLG Switch (netConfig)

This procedure configures the HP 6125XLG switches from the PMAC server and the command line
interface using templates included with the application.

Prerequisites:

¢ PMAC must be installed

e 3.1 Configure netConfig Repository

e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e Must be able to issue commands on the switch command line interface

e If the aggregation switches are supported by Oracle, the Cisco 4948/4948E/4948E-F switches must
be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact Error! Bookmark not defined.
for assistance.

Needed Material
¢ Application-specific documentation (document that referred to this procedure)
e Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
1. Virtual PMAC: | If the aggregation switches are supported by Oracle, login as admusr to the
[] Prepare for PMAC, then run:
switch $ /bin/ping -w3 <switchlA mgmtVLAN address>
configuration $ /bin/ping -w3 <switchlB mgmtVLAN address>
$ /bin/ping -w3 <switch mgmtVLAN VIP>
If the aggregation switches are provided by the customer, login as admusr to
the PMAC, then run:
$ /bin/ping -w3 <mgmtVLAN gateway address>
2. Virtual PMAC: | For each OA, verify network reachability.
[] | Verify network $ /bin/ping -w3 <OAl IP>
connectivity $ /bin/ping -w3 <OA2 IP>
3. Virtual PMAC: | Login to OAL1 to determine if it is active:
[] Deﬁ”nﬂne_ $ /usr/bin/ssh root@<OAl IP>
which OAis The OA is active if you see the following:
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
currently active | Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6's password:
If you see the following, it is standby:
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 1
OA Role: Standby
root@10.240.8.5"'s password:
Press Ctrl + C to close the SSH session.
If OAL has a role of standby, verify that OA2 is the active by logging into it:
$ /usr/bin/ssh root@<OA2 IP>
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6"s password:
In the following steps, OA refers to the active OA and <active_OA_IP> refers
to the IP address of the active OA.
Note: If no OA reports active, STOP and contact Error! Bookmark not
defined..
Exit the SSH session.
4, Virtual PMAC: | If the 6125XLG switch has been configured before this procedure, clear the
[] Restore switch | configuration using the following command:
to factory $/usr/bin/ssh root@<active OA IP>
defaults

Using username "root".

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure

Result

criminal or civil prosecution under applicable law.

Firmware Version: 3.70

Built: 10/01/2012 @ 17:53

OA Bay Number: 2

OA Role: Active

root@10.240.8.6's password: <OA password>

> connect interconnect <switch IOBAY #>

Press [Enter] to display the switch console:

Note: You may need to press ENTER twice. You may also need to use
previously configured credentials.

<switch>reset saved-configuration

The saved configuration file will be erased. Are you sure?
[Y/N]:y

Configuration file in flash is being cleared.
Please wait

MainBoard:

Configuration file is cleared.

<switch>reboot

Start to check configuration with next startup configuration
file, please wait......... DONE !

This command will reboot the device. Current configuration will
be lost, save current configuration? [Y/N]:n

This command will reboot the device. Continue? [Y/N]: y

The switch automatically reboots. This takes 120-180 seconds. The switch
reboot is complete when you see the following text:

[..Output omitted..]

User interface aux0 is available.

Press ENTER to get started.

When the reboot is complete, disconnect from the console by pressing Ctrl +
Shift + -, then d.

Note: If connecting to the virtual PMAC through the management server iLO
then Appendix E.1 Access a Server Console Remotely applies.
Disconnect from the console by pressing Ctrl +v.

Exit from the OA terminal:
>exit

Note: The console connection to the switch must be closed or the
initialization fails.

Virtual PMAC:
Copy switch
configuration
template from
media to TFTP
directory

(]9

$ sudo /bin/cp -i /<path to media>/6125XLG_init.xml
/usr/TKLC/smac/etc/switch/xml

$ sudo /bin/cp -i /<path to media>/6125XLG_configure.xml
/usr/TKLC/smac/etc/switch/xml
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
6. Virtual PMAC: | Verify the switch initialization and configuration template files are in the TFTP
[] Verify switch directory.
configuration $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/xml/
131195 —-rw---—-—--—- 1 root root 248 May 5 11:01
6125XLG IOBAY3 template init.xml
131187 —rw--—-—-——-— 1 root root 248 May 5 10:54
6125XLG IOBAY5 template init.xml
131190 —rw---—-——- 1 root root 6194 Mar 24 15:04
6125XLG IOBAY8-config.xml
131189 -rw------- 1 root root 248 Mar 25 09:43
6125XLG IOBAY8 template init.xml
7. Virtual PMAC: | Modify values notated with a preceding dollar sign (for example, addresses
[] Edit switch and VLAN IDs). So a value with $some variable name heeds to be modified.
configuration Remove the dollar sign and the less than, greater than sign.
f'!f templla;.te for | Note: Files created in this step can be prepared ahead of time using NAPD.
site-specific
nﬁonﬁgﬂon $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6125XLG init.xml
$ sudo /bin/vi
/usr/TKLC/smac/etc/switch/xml/6125XLG configure.xml
8. Virtual PMAC: | Note: The console connection to the switch must be closed or the
[] Initialize the initialization fails.
switch $ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/6125XLG init.xml
Note: This step takes 5-10 minutes to complete.
9. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getHostname --
] Verify switch device=<switch hostname>
initialized Hostname: <switch hostname>
Note: This step takes 2-3 minutes to complete.
The user is returned to the PMAC command prompt. If netConfig fails to
complete successfully, contact Error! Bookmark not defined..
10. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ?_/Ia"date XML | o Thefile is valid
ile

e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values

To validate the XML file:

$ sudo /usr/TKLC/plat/bin/netConfig -
file=6125XLG configure.xml —-testRun

> dev/null
If nothing is returned then the XML file is valid to the extent defined above.

Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
11. Virtual PMAC: | Configure the switch by issuing the following command:
] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --
switch file=/usr/TKLC/smac/etc/switch/xml/6125XLG configure.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/6125XLG configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact Error! Bookmark not defined..
A successful completion of netConfig returns the user to the prompt.
12. Virtual PMAC: | For IPv6 management networks, the enclosure switch requires an IPv6 default
[] Add IPv6 route to be configured. Apply the following command using netConfig:
default route $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
(IPv6 network addRoute network=::/0 nexthop=<mgmtVLAN gateway address>
only)
13. Virtual PMAC: | Once the HP 6125G has finished booting from the previous step, verify
] Verify proper network reachability and configuration.
corjfiguration of | $ /bin/ping -w3 <enclosure switch IP>
switch PING 10.240.8.10 (10.240.8.10) 56(84) bytes of data.64 bytes
from 10.240.8.10: icmp seg=1 ttl=255 time=0.637 ms64 bytes from
10.240.8.10:icmp_seqg=2 ttl=255 time=0.661 ms64 bytes from
10.240.8.10: icmp seqg=3 ttl=255 time=0.732 m
$ /usr/bin/ssh <switch platform username>@<enclosure switch IP>
<switch platform username>@<enclosure switch IP>'s password:
<switch platform password>
Switch hostname> display current-configuration
Inspect the output and ensure it is configured as per site requirements.
14. Virtual PMAC For HP 6125XLG switches connected by 4x1GE LAG uplink perform Utility
[] procedure 3.4.11 Configure Speed and Duplex for 6125 XLG LAG Ports
(netConfig); otherwise, for deployments with 10GE uplink, continue to the next
step.
15. Virtual PMAC: | Repeat steps 4. through 14. for each HP 6125XLG switch.
[] Repeat
16. Virtual PMAC For HP 6125XLG switches linking with 4x1GE uplink to customer switches,
[] field personnel are expected to work with the customer to set their downlinks
to the HP 6125XLG 4x1GE LAG to match speed and duplex set in 14.
For HP 6125XLG switches linking with 4xX1GE LAG to product Cisco
4948/E/EF aggregation switches, perform Utility Procedure 3.4.12 Configure
Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-F
(netConfig), to match speed and duplex settings from 14.
17. Virtual PMAC | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] Switch for each switch configured in this procedure.
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
18. Virtual PMAC: | Remove the FW file from the tftp directory.
] Clean up FW $ sudo /bin/rm -f ~<switch backup user>/<FW_image>
file

3.3.6 Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch (netConfig)
This procedure configures a replacement HP switch.

Prerequisite: User has determined which switch has failed.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP
Solutions Firmware Upgrade Pack.

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image_file>

Needed Material: HP MISC firmware ISO image

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result

1. Cabinet: Remove failed switch and replace with new switch of same model.
U] Replace switch

Virtual PMAC: | Firmware version must be identical between mating switches, to check the
Move firmware | firmware on the mate switch use the following command:
image $ sudo /usr/TKLC/plat/bin/netConfig --
device=<switch hostname> getFirmware
Move the appropriate FW image from the switch backup directory to the TFTP
directory by performing the following command:
$ sudo /bin/mv -i <switch backup directory/<FW_ image>
~<switch backup user>/

Note: If the file does not exist on the server, copy it from the firmware media.

O™

$ sudo /bin/chmod 644 <tftp directory>/<FW_image>
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Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result

3. Virtual PMAC: | For a 6120XG:

[] | Initialize switch Perform 3.3.3 Configure HP 6120XG Switch (netConfig), steps 3. -4. , 6.
(init.xml only), and 8. Return to this procedure, and continue with the next
step.

For a 6125G:
Perform 3.3.4 Configure HP 6125G Switch (netConfig), steps 3. -4. , 6.
(init.xml only), and 8. Return to this procedure, and continue with the next
step.

For a 6125XLG:
Perform 3.3.5 Configure HP 6125XLG Switch (netConfig), steps 3., 4. -6.
(init.xml only), and 8. Return to this procedure, and continue with the next
step.

4, Virtual PMAC: | Copy the switch backup files to the home directory of the

[] Copy switch <switch_backup_user> by performing the following command:

backup file $ sudo /bin/cp -i
/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup*
~<switch backup user>/
5. Virtual PMAC: $ cd ~<switch backup user>
] Prepare to $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-
restore backup*
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Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result
6. Virtual PMAC: | Perform only if restoring a 6120XG switch; otherwise, skip to the next step.
[] Prepare to Some features enabled on a 6120XG may not restore properly if they
restore reference a port channel that does not currently exist on the switch ahead of
the restore operation. ldentify any port channels that need to be created on
the switch according to the backup file and create them before restoring the
configuration:
$ sudo /bin/cat <switch hostname>-backup | /bin/grep "“trunk"
Reference the following example:
$ sudo /bin/cat <switch hostname>-backup | /bin/grep "“trunk"
trunk <int list> Trk<id> LACP
trunk <int list> Trk<id> Trunk
If any port-channels are found, then for each port channel identified by the
above command, use the netConfig setLinkAggregation command to
create it and the netConfig showConfiguration command to verify its
configuration.
For example, if an LACP port channel was found, add the port-channel by
executing the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG IOBAY2
setLinkAggregation id=<id> addPort=tenGE<int list>
mode=active
If a Trunk port-channel was found (as labeled after the Trk<id>), add the port
channel by executing the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG_IOBAY2
setLinkAggregation id=<id> addPort=tenGE<int list>
mode=static
Verify the port-channels were added to the running configuration by executing
the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG_IOBAY2
showConfiguration | grep "“trunk"
trunk <int list> Trk<id> LACP
trunk <int list> Trk<id> Trunk
7. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
] Restore restoreConfiguration service=ssh service
filename=<switch hostname>-backup
Note: The switch reboots. It takes approximately 120-180 seconds before
connectivity is restored.
8. Cabinet: Connect all network and console cables to the new switch. Ensure each cable
[] Attach cable to | is connected to the same ports of the replacement switch as they were in the
new switch failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink.
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Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result
9. Virtual PMAC: | For a 6120XG:
L] | verify Refer to 3.3.3 Configure HP 6120XG Switch (netConfig), steps 10. -12.
connectivity . . -
Apply QoS policy and verify connectivity.
For a 6125G:
Refer to 3.3.4 Configure HP 6125G Switch (netConfig), step 17.
For a 6125XLG:

Refer to 3.3.5 Configure HP 6125XLG Switch (netConfig), step 11.

10. Virtual PMAC: | Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:
$ sudo rm ~admusr/<fw_filename>

$ sudo rm /var/TKLC/smac/image/<fw_ filename>

3.4 Utility Procedures

3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E Switch

Execute this procedure after every change to a switch configuration or after completing 3.3.3 Configure
HP 6120XG Switch (netConfig), 3.3.4 Configure HP 6125G Switch (netConfig), or 3.3.5 Configure HP
6125XLG Switch (netConfig).

e 8.1 IPM Management Server

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<switch_name>
Hostname of switch

<switch_backup_user> admusr

<FW_image>
FW file used in firmware upgrade/switch
replacement/or initial install

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 16. Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E Switch

Step | Procedure Result
1. Target Server: $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/backup
] Ensure If you receive an error such as the following:
directory exists -bash: 1ls: /usr/TKLC/smac/etc/switch/backup: No such file or
directory
Then the directory must be created by issuing the following command:
$ sudo /bin/mkdir -p /usr/TKLC/smac/etc/switch/backup
Change the directory permissions:
$ sudo /bin/chmod go+x /usr/TKLC/smac/etc/switch/backup
Change directory ownership:
$ sudo /bin/chown —-R pmacd:pmacbackup
/usr/TKLC/smac/etc/switch/backup
2. Execute $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
] backup backupConfiguration service=ssh service filename=<switch name>-
command backup
Note: If the command failed with error message same as or
similar to “Error saving to service”, and the TPD version is
7.6.0.0.0 88.50.0 or later, please refer to Appendix T.
3. Copy files to $ sudo /bin/mv -i ~<switch backup user>/<switch name>-backup*
M backup /usr/TKLC/smac/etc/switch/backup
directory
4, Verify Verify switch configuration was backed up by cat <switch_name> and inspect
[] its contents to ensure it reflects the latest known good switch configurations.
$ sudo /bin/ls -1
/usr/TKLC/smac/etc/switch/backup/<switch name>-backup*
11 P2-Switchl-backup*
—rw-r—--—---- 1 root root 11910 Jul 8 10:20 <switch name>-backup
—rTw—————--— 1 admusr admgrp 69 Jul 8 10:20 <switch name>-
backup.info
$ sudo /bin/cat
/usr/TKLC/smac/etc/switch/backup/<switch name>-backup
5. Repeat Repeat steps 2. through 4. for each HP switch to back up.
6. Virtual PMAC: | Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:

$ sudo rm ~admusr/<fw_ filename>

$ sudo rm /var/TKLC/smac/image/<fw_ filename>
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3.4.2 Configure SNMP Communities and Trap Servers
This procedure configures SNMP communities and trap servers.
Prerequisites:

It is essential that all switches have been configured successfully using:

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
and/or

e 3.3.1 Configure Cisco 3020 Switch (netConfig) and/or

e 3.3.3 Configure HP 6120XG Switch (netConfig) and/or
e 3.3.4 Configure HP 6125G Switch (netConfig) and/or

e 3.3.5 Configure HP 6125XLG Switch (netConfig) and/or
Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<switch_name>
See Application Documentation and step 2.

<switch_platform_username>
See Application Documentation

<community string>
See Application Documentation

<SNMP_server_IP>
See Application Documentation

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 17. Configure SNMP Communities and Trap Servers

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
[] Login
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Procedure 17. Configure SNMP Communities and Trap Servers

Step

Procedure

Result

2.
[

Virtual PMAC

1. Determine which devices require SNMP configuration.

$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
Devices:
Device: ©120XG TOBAY3
Vendor: HP
Model: 6120
Access: Network: 10.240.8.9
Init Protocol Configured
Live Protocol Configured
Device: €3020 TOBAY1
Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.7
Init Protocol Configured
Live Protocol Configured
Device: cClass-switchlA
Vendor: Cisco
Model: 4948E
Access: Network: 10.240.8.3
Access: OOB:
Service: console service
Console: cClass-swlA-console
Init Protocol Configured
Live Protocol Configured

2. Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches to
add/remove the community string. Note the DEVICE NAME of each
switch. This is used as <switch_name>. In the example output above,
DEVICE NAME = 6120XG_IOBAY3, C3020_IOBAY1, and
cClassswitchlA.

[

Virtual PMAC:
Configure the
community
string

To ADD a community string:
$sudo /usr/TKLC/plat/bin/netConfig addSNMP --
device=<switch name> community=<community string> uauth=RO
To DELETE a community string:

$sudo /usr/TKLC/plat/bin/netConfig deleteSNMP --
device=<switch name> community=<community string>
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Procedure 17. Configure SNMP Communities and Trap Servers

Step

Procedure

Result

4,
[

Virtual PMAC:

Configure the
SNMP trap
server

To ADD a trap server:
For the 6120XG:

$ sudo /usr/TKLC/plat/bin/netConfig addSNMPNotify --
device=<switch name> host=<snmp server ip> version=2c
auth=<community string> traplvl=not-info

For all other devices:
$ sudo /usr/TKLC/plat/bin/netConfig addSNMPNotify --
device=<switch name> host=<snmp_ server ip> version=2c
auth=<community string>
To DELETE a trap server:
For the 6120XG:

$ sudo /usr/TKLC/plat/bin/netConfig deleteSNMPNotify --
device=<switch name> host=<snmp_ server ip> version=2c
auth=<community string> traplvl=not-info

For all other devices:

$ sudo /usr/TKLC/plat/bin/netConfig deleteSNMPNotify --
device=<switch name> host=<snmp_ server ip> version=2c
auth=<community string>

]9

Virtual PMAC:

Verify the
SNMP
configuration

Verify the switch has been configured with the appropriate SNMP communities
and trap servers:

$ sudo /usr/TKLC/plat/bin/netConfig getSNMP --
device=<switch name>

SNMP Community: "test"

$ sudo /usr/TKLC/plat/bin/netConfig listSNMPNotify --
device=<switch name>

Notification: = (
Password change

Login failures
Port-Security
Authorization Server Contact
DHCP-Snooping

Dynamic ARP Protection
Dynamic IP Lockdown

)

Host: = (

10.240.8.4

10.240.8.6

)

e

Virtual PMAC:

Back up the
switch
configuration

For Cisco, perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation
Switch and/or Cisco 3020 Enclosure Switch (netConfig).

For 6120XG, perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco
9372TX-E Switch.

X

Virtual PMAC:

Repeat

Repeat steps 3. through 6. for each device.
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3.4.3 Configure SNMPv3 Security Model and Trap Servers

This procedure configures SNMP Version 3 security model and trap servers. This SNMPv3 support is
only for HP 6125G/XLG and Cisco 4948E/E-F switches.

Prerequisites:
It is essential that all switches have been configured successfully using:

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
and/or

e 3.3.4 Configure HP 6125G Switch (netConfig) and/or
e 3.3.5 Configure HP 6125XLG Switch (netConfig)
Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<switch_name>
See Application Documentation and step 2.

<switch_ip>
See Application Documentation

<SNMP_server_IP>
See Application Documentation

Security Level: (Can be single level or multiple
levels for different groups and users)
noAuthNoPriv, authNoPriv, AuthPriv

noAuthNoPriv level:

<noauth_group_name>

< noauth_user_name>

authNoPriv level:

<auth_group_name>

<auth_user_name>

<auth_mode>
md5, sha

<auth_user_pass>

AuthPriv level:

<authpriv_group_name>

<authpriv_user_name>

< authpriv_auth_mode>
md5, sha

< authpriv_auth_pass>
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<priv_mode>
3des, aes, des for Cisco 4948E/EF switches
3des, aes128, des56 for HP 6125G/XLG switches.

<priv_word>

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 18. Configure SNMPv3 Security Model and Trap Servers

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
[] Login

Virtual PMAC | 3. Determine which devices require SNMP configuration.

™

$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
Devices:
Device: ©125G TIOBAYS
Vendor: HP
Model: 6120
Access: Network: 10.240.8.11
Init Protocol Configured
Live Protocol Configured
Device: ©125XLG TOBAY6
Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.12
Init Protocol Configured
Live Protocol Configured
Device: ecClass-switchlA
Vendor: Cisco
Model: 4948E
Access: Network: 10.240.8.3
Access: OOB:
Service: console service
Console: cClass-swlA-console
Init Protocol Configured
Live Protocol Configured

4. Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches to
add/remove the community string. Note the DEVICE NAME of each
switch. This is used as <switch_name>. In the example output above,
DEVICE NAME = 6125G_IOBAY5, 6125XLG_IOBAY6, and
cClassswitchlA.
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Procedure 18. Configure SNMPv3 Security Model and Trap Servers

Step | Procedure Result
3. Virtual PMAC: | For Cisco 4948E/E-F:
[] Configure $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
serConfigureCommand command="snmp-server gro

SNMPV3 level | “°=2°0nt 9" Ne o e eerer gree

noAuthNoPriv noauth group name> v3 noau
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server user
<noauth user name> <noauth group name> v3”
Example:
$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server group mygroupl v3
noauth”
$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server user mynoauthUser
mygroupl v3”
For HP 6125G/XLG:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent group v3
<noauth group name>"
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent usm-user v3
<noauth user name> <noauth group name>”
Example:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent group v3 mygroupl”
$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent usm-user v3
mynoauthUser mygroupl”

4, Virtual PMAC: | $ sudo snmpwalk -v 3 -u <noauth user name> -1 noAuthNoPriv
] Verify SNMPV3 <switch ip> <MIB object>
level
noAuthNoPriv Example Output:

$ sudo snmpwalk -v 3 -u mynoauthUser -1 noAuthNoPriv 10.240.8.12
iftable
IF-MIB::ifIndex.2 = INTEGER: 2

IF-MIB::ifIndex.3 = INTEGER: 3
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Procedure 18. Configure SNMPv3 Security Model and Trap Servers

Step | Procedure

Result

5. Virtual PMAC:

[] | Configure
SNMPvV3 level
authNoPriv

For Cisco 4948E/E-F:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server group

<auth group name> v3 auth”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server user <auth user name>
<auth group name> v3 auth <auth mode> <auth user pass>”"

Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server group mygroup2 v3
auth”

$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server user myauthUser
mygroup2 v3 auth md5 myauthPass”

For HP 6125G/XLG:

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent group v3
<auth_group_ name>"

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent usm-user v3

<auth user name> <auth group name> authentication-mode
<auth mode> <auth user pass>”

Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent group v3 mygroup?2
authentication”

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent usm-user v3 myauthUser
mygroup?2 simple authentication-mode md5 myauthPass”

6. Virtual PMAC:

[] | Verify SNMPv3
level
authNoPriv

$ sudo snmpwalk -v 3 -u <auth user name> -1 authNoPriv -A
<auth user pass><switch ip> <MIB object>

Example Output:

$ sudo snmpwalk -v 3 -u mynoauthUser -1 authNoPriv -A myauthPass
10.240.8.12 iftable
IF-MIB::ifIndex.2 = INTEGER: 2

IF-MIB::ifIndex.3 = INTEGER: 3
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Procedure 18. Configure SNMPv3 Security Model and Trap Servers

Step | Procedure Result

7. Virtual PMAC: | For Cisco 4948E/E-F:

] Configure $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>

serConfigureCommand command="snmp-server gro
SNMPv3 level | “°=" " 9" T me
AuthPriv authpriv_group name> v3 priv

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server user
<authpriv user name> <authpriv group name> v3 auth
<authpriv auth mode> <authpriv user pass> priv <priv_mode>
<priv_word>"
Example:
$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server group mygroup3 v3
priv”
$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server user myprivUser
mygroup3 v3 auth md5 myprivPass priv des myprivWord”
For HP 6125G/XLG:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent group v3
<auth_group_ name>"
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent usm-user v3
<auth user name> <auth group name>"
Example:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent group v3 mygroup3
privacy”
$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent usm-user v3
myprivUser mygroup3 simple authentication-mode md5
myprivPass privacy-mode des56 myprivWord” - “simple” only
for 6125XLG
$ sudo /usr/TKLC/plat/bin/netConfig --device=6125G_IOBAY5
userConfigureCommand command="snmp-agent usm-user v3 myprivUser
mygroup3 authentication-mode md5 myprivPass privacy-mode desb56
mypriviWord” — no "simple" for 6125G

8. Virtual PMAC: | $ sudo snmpwalk -v 3 -u <authpriv user name> -1 AuthPriv -

] Verify SNMPv3 | @ MD5 -A <authpriv_user pass>-X DES —X <priv_word> <switch_ ip>

level AuthPriv

<MIB object>

Example Output:

$ sudo snmpwalk -v 3 -u myprivUser -1 AuthPriv -a MD5 -A
myprivPass -x DES -X myprivWord 10.240.8.12 iftable
IF-MIB::ifIndex.2 INTEGER: 2

IF-MIB::ifIndex.3 = INTEGER: 3
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Procedure 18. Configure SNMPv3 Security Model and Trap Servers

Step | Procedure Result
9. Virtual PMAC: | To ADD a SNMPvV3 trap server, the <noauth user name>,
] Configure the <auth user name>, <authpriv user name> have to be configured in
SNMPV3 trap the previous steps.
server

For the Cisco 4948E/E-F switches:

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command=" snmp-server host <snmp server ip>
version 3 noauth <noauth user name>”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command=" snmp-server host <snmp server ip>
version 3 auth <auth user name>”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command=" snmp-server host <snmp server ip>
version 3 priv <authpriv user name>”"

Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command=" snmp-server host 176.16.1.100
version 3 noauth mynoauthUser”

For 6125G/XLG switches:

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent target-host trap
address udp-domain <snmp server ip> params securityname
<noauth user name> v3”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server host <snmp server ip>
params securityname <auth user name> v3 authentication”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server host <snmp server ip>
params securityname <authpriv user name> v3 privacy”

Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent target-host trap
address udp-domain 176.16.1.100 params securityname myauthUser
v3 authentication”
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Procedure 18. Configure SNMPv3 Security Model and Trap Servers

Step | Procedure Result
10. Virtual PMAC: | From the trap server, run tcpdump to watch the trap packets which come from
] Verify the the switches, see the packerts are encrypted with AuthPriv user.
SNMPv3 trap
server

$ sudo tcpdump -i management port 162

11. Virtual PMAC: | To DELETE a SNMPv3 trap server:

[] | Delete the For Cisco 4948E/E-F switches:
SNMPvV3 trap Run the userConfigureCommand from the Step 17 whole commands
server appended with “no”.
Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="no snmp-server host 176.16.1.100
version 3 noauth mynoauthUser”

For 6125G/XLG switches, run the userConfigureCommand appended with
“‘undo” but end after securityname <user_name>

Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG IOBAY6
userConfigureCommand command="undo snmp-agent target-host trap
address udp-domain 10.75.207.101 params securityname myauthUser

”

3.4.4 Configure Access List to only allow specific IP to use SNMPv2 community
String

Due to the SNMPv3 configuration to have more secure SNMP access, the SNMPv2 should be denied.
Some Management Server(s) still reply on SNMPv2 for some applications, they request SNMPv2 access.
Access list is configured on switches to allow specific IPs to use SNMPv2 community string.

This procedure configures Access List on 6125G/XLG and Cisco 4948E/EF switches for the above
purpose.

Prerequisites:
It is essential that all switches have been configured successfully using:

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
and/or

e 3.3.4 Configure HP 6125G Switch (netConfig) and/or
e 3.3.5 Configure HP 6125XLG Switch (netConfig)
Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.
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Variable

Value

<switch_name>

See Application Documentation and step 2.

<switch_ip>
See Application Documentation

<community_string>
See Application Documentation

<access_list_number>
1-99 for basic ACL on 4948E/E-F
2000-2999 for basic ACL on 6125G/XLG

Procedure 19. Configure Access List to allow specific IP to access SNMPv2

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
] Login
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Procedure 19. Configure Access List to allow specific IP to access SNMPv2

Step | Procedure Result
2 Virtual PMAC | 5. Determine which devices require SNMP configuration.
[ $ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices

Devices:
Device: ©125G TOBAYS
Vendor: HP
Model: 6120
Access: Network: 10.240.8.11
Init Protocol Configured
Live Protocol Configured
Device: ©125XLG TOBAY6
Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.12
Init Protocol Configured
Live Protocol Configured
Device: cClass-switchlA
Vendor: Cisco
Model: 4948E
Access: Network: 10.240.8.3
Access: OOB:
Service: console service
Console: cClass-swlA-console
Init Protocol Configured

Live Protocol Configured

6. Determine which devices to configure the access-list.

Refer to application documentation to determine which switches to
configure the access-list to allow access SNMPv2 with the community
string. Note the DEVICE NAME of each switch. This is used as
<switch_name>. In the example output above, DEVICE NAME =
6125G_IOBAYS5, 6125XLG_IOBAY6, and cClassswitch1A.

Page | 125 E93270-01




PMAC 6.6 Configuration Guide

Procedure 19. Configure Access List to allow specific IP to access SNMPv2

Step | Procedure Result

3. Virtual PMAC: | For Cisco 4948E/E-F:
[] Configure $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>

A List userConfigureCommand command="access-list <access list number>
ccess permit <server ip>"

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="access-list <access list number>
deny any”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-server community
<community string> <access list number>"

Example:
$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="access-list 1 permit 176.16.1.100"

$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="access-list 1 deny any”

$ sudo /usr/TKLC/plat/bin/netConfig --device=cClass switchlA
userConfigureCommand command="snmp-server community tklcComm 1”

For HP 6125G/XLG:

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="acl number <access list number>"
commandPrompt="acl-basic" subcommand="rule permit source
<server ip> 0”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="acl number <access list number>"
commandPrompt="acl-basic" subcommand="rule deny source any”

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
userConfigureCommand command="snmp-agent community read
<community string> acl <access list number>”"

Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="acl number 2000”
commandPrompt="acl-basic" subcommand="rule permit source
10.240.8.100 0~

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="acl number 2000”
commandPrompt="acl-basic" subcommand="rule deny source any”

$ sudo /usr/TKLC/plat/bin/netConfig --device=6125XLG_IOBAY6
userConfigureCommand command="snmp-agent community read tklcComm
acl 2000”
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Procedure 19. Configure Access List to allow specific IP to access SNMPv2

Step | Procedure Result
4. From $ sudo snmpwalk -v2c —-c<community string> <switch ip> <MIB
N permitted object>

<server_ip>::

Verify only the Example Output:
specific IP can $ sudo snmpwalk -v2c -ctklcComm 10.240.8.12 iftable

access IF-MIB::ifIndex.2 = INTEGER: 2

SNMPv2 with IF-MIB::ifIndex.3 = INTEGER: 3

the community

string.
5. From other $ sudo snmpwalk -v2c —-c<community string> <switch ip> <MIB
] servers: object>

Can’t access
the SNMPv2 Example Output:

$ sudo snmpwalk -v2c —ctklcComm 10.240.8.12 iftable
Timeout: No Response from 10.240.8.12

3.4.5 Configure QoS (DSCP and/or CoS) on HP 6120XG Switches
This procedure configures QoS on HP 6120XG switches.

Prerequisites:

It is essential that all switches have been configured successfully using:

e 3.3.3 Configure HP 6120XG Switch (netConfig)

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to this table for the proper value to insert depending on your
system type.

Variable Value

<switch_name>
See Application Documentation and step 2.

<dscp value>
See Application Documentation (if available)

<cos value>
See Application Documentation (if available)

<switch_platform_username>
See Application Documentation

<VLANID>
See Application Documentation

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 20. Configure QoS (DSCP and/or CoS) on HP 6120XG Switches

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
] Login
2. Virtual PMAC 1. Determine which devices require QoS policies.
[

$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
Devices:
Device: ©120XG TOBAY3
Vendor: HP
Model: 6120
Access: Network: 10.240.8.9
Init Protocol Configured
Live Protocol Configured
Device: C3020 IOBAY1
Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.7
Init Protocol Configured
Live Protocol Configured
Device: cClass-switchlA
Vendor: Cisco
Model: 4948E
Access: Network:

Access: OOB:

10.240.8.3
Service: console service
Console: cClass-swlA-console
Init Protocol Configured
Live Protocol Configured
2. Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches or pairs of
switches to configure with QoS.. Note the DEVICE NAME of each
6120XG switch. This is used as <switch_name>. In the example output
above, DEVICE NAME = 6120XG_IOBAY3, C3020_IOBAY1, and
cClassswitch1A.
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Procedure 20. Configure QoS (DSCP and/or CoS) on HP 6120XG Switches

Step | Procedure Result
3. Virtual PMAC: | Configure DSCP and/or CoS marking on the device.
[] Add DSCP For DSCP and CoS Marking:
aHQRM‘COS $ sudo /usr/TKLC/plat/bin/netConfig addQOS --
pohcy device=<switch name> vlan=<vlanid> dscp=<dscp value> cos=<cos
value> name=<user defined name>
For DSCP Marking Only:
$ sudo /usr/TKLC/plat/bin/netConfig addQ0S --
device=<switch name> vlan=<vlanid> dscp=<dscp value>
name=<user defined name>
For CoS Marking Only:
$ sudo /usr/TKLC/plat/bin/netConfig addQO0S --
device=<switch name> vlan=<vlanid> cos=<cos value>
4. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getQ0S --
] Verify QoS device=<switch name> vlan=<vlanid>
configuration Example Output:
$ sudo /usr/TKLC/plat/bin/netConfig getQO0S --
device=6120XG TIOBAY3 vlan=2
Policy: = (
VLAN priorities
VLAN ID Apply rule | DSCP Priority
2 DSCP | 000011 3
)
5. Virtual PMAC: | Repeat steps 3. through 4. for each policy that needs to be applied to the
[] Repeat switch.
6. Virtual PMAC: | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] Back up the Switch.
switch
configuration
7. Virtual PMAC: | Repeat steps 3. through 6. for each switch.
[] Repeat
3.4.6 Configure Port Mirroring

This procedure configures port mirroring.

Prerequisites:

It is essential that all switches have been configured successfully using:

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
and/or

e 3.3.1 Configure Cisco 3020 Switch (netConfig) and/or

e 3.3.3 Configure HP 6120XG Switch (netConfig) and/or
e 3.3.4 Configure HP 6125G Switch (netConfig) and/or

e 3.3.5 Configure HP 6125XLG Switch (netConfig) and/or
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Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to this table for the proper value to insert depending on your

system type.

Variable

Value

<switch_name>
See Application Documentation and step 2.

<switch_model>
Value from step 2.

<switch_IP>
Value from step 2.

<srcInterface>
See Application Documentation

<destlnterface>
See Application Documentation

<switch_platform_username>
See Application Documentation

<srcVLANID>
See Application Documentation

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 21. Configure Port Mirroring

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
[] Login
2 Virtual PMAC 1. Determine which devices require port mirroring configuration.
[] $ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices

Devices:

Device: ©120XG IOBAY3
Vendor: HP
Model: 6120

Device: €3020 TOBAY1
Vendor: Cisco
Model: 3020

Device: ©125G TOBAYS
Vendor: HP

Access: Network: 10.240.8.9
Init Protocol Configured

Live Protocol Configured

Access: Network: 10.240.8.7
Init Protocol Configured

Live Protocol Configured
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Procedure 21. Configure Port Mirroring

Step | Procedure

Result

Model: 6125

Access: Network: 10.240.8.12

Access: OOB:

Service: oa_ service

Console: 5

Init Protocol Configured

Live Protocol Configured
Device: cClass-switchlA

Vendor: Cisco

Model: 4948E

Access: Network: 10.240.8.3

Access: OOB:

Service: console service

Console: cClass-swlA-console

Init Protocol Configured

Live Protocol Configured

2. Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches to
add/remove the community string. Note the DEVICE NAME, MODEL, and
IP ADDRESS of each switch. These are used as <switch_name>,
<switch_model>, and <switch_IP>.

Virtual PMAC:
Configure port
mirroring

[

For VLAN Monitoring (Cisco Devices Only):

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
addPortMirrorsession=1 vlan=<srcVlanid>
destInterface=<mirrorPort> direction=both

Port Mirroring:

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
addPortMirrorsession=1 sourcelnterface=<srcInterface>
destInterface=<mirrorPort> direction=both

Notes:

Fo

=

e The interface option allows for more than one source interface. The value
can be entered as a single interface, for example, GE1 (1Gb port) or
tenGEL (10Gb port) or it can be entered as a range of interfaces
separated by commas and dashes, for example, GE1-5,GE7,tenGE9-10.

e The only direction supported by the HP switches is both. If the direction
option is used on an HP switch, it is ignored and both is applied.

VLAN Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=C3020 IOBAY1
addPortMirrorsession=1 vlan=2 destInterface=GE10
direction=both

Port Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG IOBAY3
addPortMirrorsession=1 sourcelnterface=tenGEl, tenGE3
destInterface=tenGE2
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Procedure 21. Configure Port Mirroring

Step | Procedure Result
4., Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getPortMirror session=1 --
[] Verify port device=6120XG_IOBAY3
mirroring Session: 1
configuration Direction: both

Source: tenGE2
Destination: tenGEl, tenGE3

$ sudo /usr/TKLC/plat/bin/netConfig getPortMirror session=1 --
device=6125G IOBAY4

Session: 1
Direction: both
Source: GE1
Destination: GE22

Note: Output from the command may vary slightly from one device type to

another.
5. Virtual PMAC: | For Cisco, perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation
[] Back up the Switch and/or Cisco 3020 Enclosure Switch (netConfig).
switch For HP, perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco
configuration | 9372TX-E Switch.
6. Virtual PMAC: | Repeat steps 3. through 5. for each device.
[] Repeat

3.4.7 SwitchConfig to netConfig Repository Configuration

This procedure configures the netConfig repository with the necessary services and previously configured
switches from a single management server for use with the c-Class platform.

Prerequisites:

e 8.1 IPM Management Server

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

e 9.4 SetUp PMAC

e Application management network interfaces must be configured on the management servers before
executing this procedure.

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media
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Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to this table for the proper value to insert depending on your
system type.

Variable Value

<serial console type> U=USB, c=PCle

<switch_hostname>
From NAPD or output from 1istDevices command

<switch_platform_username>
See Application Documentation

<switch_platform_password>
See referring application documentation

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_serverlA_mgmtVLAN_IP_address>

<management_serverlB_mgmtVLAN_IP_address>

<PMAC_mgmtVLAN_IP_address>

<switch_mgmtVLANID>

<switchlA_mgmtVLAN_IP_address>

<switch1B_mgmtVLAN_IP_address>

<mgmt_VLAN_subnet_ID

<netmask>

<switch_Internal_VLAN_list>

<management_serverlA iLO_IP>

<management_serverlB_iLO_IP>

<platcfg_password>
Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user> admusr

<switch_backup_user_password>
Check application documentation

Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.
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e Uplinks must be disconnected from the customer network before executing this procedure. One of
the steps in this procedure describes when to reconnect these uplink cables. Refer to the application
appropriate schematic or procedure for determining which cables are used for customer uplink.

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
1. Management 1. On ServerlA, log into iLO with Internet Explorer using the password
[] Server iLO: provided by the application:
khog!ntand ft?jrt http://<management serverlA iLO_IP>
e integrate .
remote console 2. Click the Remote Console tab and start the Integrated Remote Console
on the server.
If the Security Alert displays, click Yes.
If not already done so, login as admusr.
2. Management Certain steps in this procedure require enabling and disabling ethernet
] Server: Pre- interfaces. This procedure supports DL360 and DL380 servers. The
check. Verify interfaces that are to be enabled and disabled are different for each server
hardware type type.
To determine the interface name, on the server, execute the following
command:
$ /bin/cat /proc/net/bonding/bond0 | grep Interface
Slave Interface: ethO1l
Slave Interface: eth02
Note the slave interface names of ethernet interfaces to use in subsequent
steps. The first line is the value for <ethernet_inteface_1> and the second
line is the value for <ethernet_interface 2> .
For example, from the sample output provided, <ethernet_inteface 1> is
eth01. If the output from the above command is not successful, refer back to
the application documentation.
3. Management On each management server, determine the platform version of the system
[] Server: Pre- by issuing the following command:
check. $ /usr/TKLC/plat/bin/appRev
Determine L ; P .
. If the following is shown in the output, the platform version is 7.2:
platform version .
Base Distro Release: 7.2.X.X.X_X.X.X
The values of x-x.x.x do not matter. The value of 7.2 shows the platform
version. If the command shows a Base Distro Release version lower than
7.2, or fails to execute, stop this procedure and refer back to application
procedures. It is possible the wrong version of TVOE/TPD is installed.
4. Management 1. Verify virtual PMAC installation by issuing the following commands as
[] Server: Pre- admusr on the management server:

check. Verify
virtual PMAC is
installed

$ sudo /usr/bin/virsh list --all

6 vm-pmaclA running

2. If this command provides no output, it is likely that a virtual instance of

PMAC is not installed. Refer to application documentation or Error!
Bookmark not defined..
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
5. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/conserverSetup —-<serial console type>
] Run -s <management server mgmt ip address>
conserverSetup | You are asked for the platcfg credentials.
command

An example:

[admusr@vm-pmaclA]$ sudo /usr/TKLC/plat/bin/conserverSetup -
u -s <management server mgmt ip address>

Enter your platcfg username, followed by [ENTER]:platcfg

Enter your platcfg password, followed by
[ENTER] :<platcfg password>

Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: PMAC

Base Distro Release: 7.2.0.0.0 88.6.0

Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: TVOE

Base Distro Release: 7.2.0.0.0 88.6.0

Configuring switch 'switchlA console' console
server...Configured.

Configuring switch 'switchBA console' console
server...Configured.

Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting entry
for:

Service Name: console service

Type: conserver

Host: <management server mgmt ip address>
...Configured.

Slave interfaces for bondO:

bond0 interface: ethOl

bond0 interface: eth02

If this command fails, contact Error! Bookmark not defined..
Verify the output of the script.

Verify your product release is based on Platform 7.2 (versions
7.2.X.XX_X.X.X).

Note the slave interface names of bond interfaces (<ethernet_interface_1>
and <ethernet_interface_2>) for use in subsequent steps.
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
6. Virtual PMAC: Note: On a TVOE host, if you open the virsh console, for example, $ sudo
[] Log into the /usr/bin/virsh console x or from the virsh utility virsh #
console of the console x command and you get garbage characters or the output
virtual PMAC is not correct, then there is likely a stuck virsh console command

already being run on the TVOE host. Exit out of the virsh console,
run ps -ef |grep virsh, and then kill the existing process ki1l -9
<PID>. Then execute the virsh console x command. Your
console session should now run as expected.

From management serverlA, log into the console of the virtual PMAC.
$ sudo /usr/bin/virsh console vm-pmaclA
Connected to domain vm-pmaclA
Escape character is "]
<Press ENTER key>
CentOS release 6.2 (Final)

Kernel 2.6.32-220.7.1.el6prerel6.0.0 80.13.0.x86 64 on an
x86 64

If another user is already logged in, logout and log back in as admusr.
[root@pmac ~]$ logout
vm-pmaclA login: admusr
Password:
Last login: Fri May 25 16:39:04 on ttyS4

If this command fails, it is likely that a virtual instance of PMAC is not
installed. Refer to application documentation or contact Error! Bookmark

not defined..
7. Virtual PMAC: $ /usr/TKLC/plat/bin/appRev
[] | Verify PMAC If the following is shown in the output, the PMAC version is 5.0:
release version Product Name: PMAC

Product Release: 5.0.0 x.x.x
If the output does not contain Product Name: PMAC or does not contain a
PMAC version of 5.0 or higher, then stop this procedure and refer back to the
application instructions.
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
8. Virtual PMAC: Use netConfig to create a repository entry that uses the tftp service. This
[] Set up command provides the user with several prompts. The prompts shown with
netConfig <variables> as the answers are site specific that the user MUST modify.
repository with Other prompts that do not have a <variable> shown as the answer must be
TFTP entered EXACTLY as they are shown here.
information $ sudo /usr/TKLC/plat/bin/netConfig --repo addService

name=tftp service
Service type? [dhcp, oa, oobm, ssh, tftp, conserver] tftp
TFTP host IP? <pmac mgmtVLAN IP address>
Directory on host? /var/TKLC/smac/image/
Add service for tftp service successful
To make sure you entered the information correctly, use the following
command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=tftp service
Check the output, which is similar to the one shown below.
Note: Only the TFTP service information has been shown in this example.

If the previous step and this step were done correctly, both the
console_service and tftp_service entries would show up.

$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=tftp service
Services:

Service Name: tftp service

Type: tftp
Host: 10.240.8.4
Options:

dir: /var/TKLC/smac/image
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
9. Virtual PMAC: 1. Use netConfig to create a repository entry that uses the ssh service. This
] Set up command provides the user with several prompts. The prompts shown
netConfig with <variables> as the answers are site specific that the user MUST
repository with modify. Other prompts that do not have a <variable> shown as the
ssh information answer must be entered EXACTLY as they are shown here.
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=ssh service
Service type? (tftp, ssh, conserver, oa) ssh
Service host? <PMAC mgmtVLAN IP address>
SSH password: <switch backup user password>
Verify Password: <switch backup user password>
Add service for ssh service successful
2. To ensure you entered the information correctly, use the following
command and inspect the output, which is similar to the one shown
below.
$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=ssh service
Service Name: ssh service
Type: ssh
Host: 10.250.8.4
Options:
password: C20F7D639AETE7
user: admusr
10. Virtual PMAC: Note: If there are no new aggregation switches to be configured, go to the
[] | Setup next step.
netConfig
repository with Use netConfig to create a repository entry for each switch. This command
aggregation provides the user with several prompts. The prompts shown with <variables>
switch as the answers are site specific that the user MUST modify. Other prompts
information that do not have a <variable> shown as the answer must be entered

EXACTLY as they are shown here.

Note: The <device_model> can be 4948, 4948E, or 4948E-F depending on
the model of the device. If you do not know, stop now and contact
Error! Bookmark not defined..

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco

Device Model [3020, 4948, 4948E,4948E-F]? <device model>

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?:

<switch mgmt IP address>/prefix

Is the management interface a port or a vlan? [vlan]: [Enter]

What is the VLAN ID of the management VLAN? [2]:

[management] :

[mgmt vlanID]

What is the name of the management VLAN? [Enter]

What switchport connects to the management server? [GE40]:

[Enter]
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results

What is the switchport mode (access|trunk) for the management
server port? [trunk]: [Enter]

What are the allowed vlans for the management server port?
[1,2]: <control vlanID>, <mgmt vlanID>

Enter the name of the firmware file [cat4500e-entservicesk9-
mz.122-54.X0.bin]: <IOS filename>

Firmware file to be used in upgrade: <IOS filename>

Enter the name of the upgrade file transfer service:
tftp service

File transfer service to be used in upgrade: tftp service
Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
console service

What is the name of the console for OOB access? <console name>

What is the platform access username?
<switch platform username>

What is the device console password? <switch console password>
Verify password: <switch console password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: console service

Device named <switch hostname> successfully added.

To check you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=switchlA

and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig —--repo listDevices

Device: switchlA

Vendor: Cisco

Model: 4948E

Access: Network: 10.240.64.34
Access: OOB:
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
Service: console service
Console: switchlA console
Init Protocol Configured
Live Protocol Configured
11. | Virtual PMAC: Notes:
[] Set up
netConfig e If there are no new 3020s to be configured, go to the next step.
;(\a/\[/)i?csr:tory with e The Cisco 3020 is not compatible with IPv6 management configuration.
information Use netConfig to create a repository entry for each 3020. This command

provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop now and contact
Error! Bookmark not defined..

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco
Device Model [3020, 4948, 4948E,4948E-F]? 3020
What is the management address? <enclosure switch ip>

Enter the name of the firmware file [cbs30x0-ipbasek9-tar.122-
58.SEl.tar]: <FW_ image>

Firmware file to be used in upgrade: <FW_image>

Enter the name of the upgrade file transfer service:
<tftp service>

File transfer service to be used in the upgrade: <tftp service>
Should the init network adapter be added (y/n)? vy

Adding netBootInit protocol for <switch hostname> using
network...

Network device access already set: <enclosure switch ip>

What is the platform access username?
<switch platform username>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>
Should the init file adapter be added (y/n)? y
Adding netBootInit protocol for <switch hostname> using file...

What is the name of the service used for TFTP access?
tftp service
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step

Procedure

Results

Should the live network adapter be added (y/n)? y
Adding cli protocol for <switch hostname> using network...
Network device access already set: <enclosure switch ip>

Device named <switch_hostname> successfully added.

To check you entered the information correctly, use the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices

and check the output, which is similar to the one shown below.
$ sudo /usr/TKLC/plat/bin/netConfig —-repo listDevices

Devices:

Device: C3020 IOBAY1

Vendor: Cisco

Model: 3020

Access: Network: 10.240.8.7Init Protocol Configured

Live Protocol Configured
Repeat this step for each 3020, using appropriate values for those 3020s.
Note: If you receive the WARNING below, it means the <FW_image> is not

found in the directory named in the FW Service. or the ssh_service,

it is the user's home directory. For tftp_service, it is normally
/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

Virtual PMAC:
Set up
netConfig
repository with
HP 6120XG
switch
information

Note: If there are no 6120XGs to be configured, stop and continue with the
appropriate switch configuration procedure.

Use netConfig to create a repository entry for each 6120XG. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop now and contact
Error! Bookmark not defined..

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
Device Model? 6120

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?:
<switch mgmt IP address>/prefix

Enter the name of the firmware file [Z 14 37.swi]: <FW_image>
Firmware file to be used in upgrade: <FW image>

Enter the name of the upgrade file transfer service:
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure

Results

ssh service

File transfer service to be used in upgrade: ssh service
Should the init oob adapter be added (y/n)? y

Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure #>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>

What is the device console password? <switch platform password>
Verify password: <switch platform password>
What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? vy

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added

The image is being unpacked and validated. This takes approximately 4
minutes. Once the unpacking, validation, and rebooting have completed, you
are returned to the normal prompt. Proceed with the next step.

To verify you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig —--repo showDevice
name=<switch hostname>

Device: 6120XG_IOBAY1

Vendor: HP

Model: 6120

FW Ver: O

Access: Network: 10.240.8.10

Init Protocol Configured

Live Protocol Configured

Repeat this step for each 6120, using appropriate values for those 6120s.
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Procedure 22. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results

13. Virtual PMAC: Perform the Procedure 23 Cisco Switch SwitchConfig to netConfig Migration
[] Migration procedure for all switches in the system.

3.4.8 Cisco Switch SwitchConfig to netConfig Migration

This procedure configures Cisco switch to migrate from switchConfig to netConfig.
Needed Material

¢ HP MISC firmware ISO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)
o Template xml files in an application ISO on the application media

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to these tables for the proper value to insert depending on
your system type.

Variable Serial Port
<switch1lA_serial_port> ttyS4
<switch1B_serial_port> ttyS5

Fill in the blanks with values for this site.

Variable Value

<switch_platform_username>

<switch_platform_password>
See referring application documentation

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<PMAC_mgmtVLAN_IP_address>

<switch_mgmtVLAN_ID>

<mgmt_VLAN_subnet_ID>

<netmask>

<switch_internal_VLAN_list>

<management_serverlA _iLO_IP>

<management_serverlB_iLO_IP>

<switch_mgmt_IP_address>
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Variable

Value

<platcfg_password>

Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 23. Cisco Switch SwitchConfig to netConfig Migration

Step | Procedure Results
1. Virtual PMAC: $ /bin/ping -w3 <switch mgmt IP address>
[] Verify network
connectivity to
the switch
2. Virtual PMAC: | Log into the switch using Telnet.
N Login $ /usr/bin/telnet <switch mgmt IP address>
3. Switch CLI: From the switch CLI, apply the following commands required by netConfig:
[] APPW ] Switch# config
ne“:onﬂg Switch (config)# hostname <switch name>
commands -

Switch(config)# no service config

)
Switch(config) # service password-encryption
)

#
Switch (config) #
modulus 768

Switch(config) # aaa new-model

crypto key generate rsa usage-keys label sshkeys

Switch (config) # aaa authentication login onconsole line

Switch(config)# username <switch platform username> secret
<switch platform password>

Switch (config)# enable secret <switch enable password>
Switch(config)# line vty 0 15

Switch (config-line)# no password

Switch(config-line) # transport input ssh

Switch (config)# exit

Switch(config)# line console 0

Switch(config-line)# password <switch console password>
Switch (config)# exit

Switch(config)# ip ssh version 2

Switch(config)# no ip http server

Switch(config

(

(

(

(

(

(

Switch(config-line)# login authentication onconsole

(

(

(

(

( # no ip http secure-server

(

Switch (config)# no ip domain lookup

)
)
)
)
)
)

Switch (config) # end

Switch# write memory
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Procedure 23. Cisco Switch SwitchConfig to netConfig Migration

Step | Procedure Results
4, Switch CLI: If a command was not applied, repeat.
D Re_load the Switch# reload
SW'.tCh and If prompted, answer Yes.
verify
configuration
5. Virtual PMAC: | Verify that netConfig can communicate with the switch.
] Verify . $ sudo /usr/TKLC/plat/bin/netConfig getHostname --
netConf!g. device=<switch name>
connectivity Hostname: <switch_name>
6. Virtual PMAC: | Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
[] Back up the Cisco 3020 Enclosure Switch (netConfig).
switch
configuration
7. Virtual PMAC: | For the 4948 series switches:
[] Reset switch to sudo /usr/TKLC/plat/bin/netConfig setFactoryDefault --
factory defaults device=<switch name>
For the 3020 series switches, perform 3.3.1 Configure Cisco 3020 Switch
(netConfig), steps 3. through 9. and 12. , replacing the values for the switch
being replaced.
8. Virtual PMAC: | For the 4948 series switches, perform 3.2.4 Replace a Failed
] Restore 4948/4948E/4948E-F Switch (PMAC Installed) (netConfig), steps 6. through
configuration 20.
For the 3020 series switches, perform 3.3.2 Replace a Failed 3020 Switch
(netConfig), steps 5. through 10.
0. Virtual PMAC: | Repeat steps 2. through 8. for each switch being migrated.
] Repeat
3.4.9 HP 6120XG SwitchConfig to netConfig Migration

This procedure configures 6120XG switch to migrate from switchconfig to netConfig.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 24. HP 6120XG SwitchConfig to netConfig Migration

Step | Procedure Results
1. Management $ /bin/ping -w3 <enclosure switch IP>
] Server: Verify
network
connectivity to
the 6120XG
switch
2. Management Log into the 6120XG switch using SSH or Telnet.
[ Server: Login $ /usr/bin/ssh manager@<enclosure switch IP>
If the above command fails, log in using telnet:
$ /usr/bin/telnet <enclosure switch IP>
3. Switch CLI: From the 6120XG switch CLI, apply the following commands required by
] Apply netConfig:
netConfig Switch# config
commands Switch(config)# hostname <switch name>
Switch(config) # no password all
Password protection for all will be deleted, continue [y/n]? vy
Switch(config) # include-credentials
Note: If prompted after include-credentials, answer Yes to both questions.
Switch (config)# password manager user-name <platform username>
plaintext
<platform enable password>
Switch (config) # console flow-control none
Switch(config)# ip ssh listen oobm
Switch (config)# ip ssh filetransfer
Switch (config) # no tftp client
Switch (config) # no tftp server
Switch (config) # no telnet-server
Switch (config) # end
Switch# write memory
4. Management If a command was not applied, repeat.
[] Server: Switch# reload
Eviilt%?]dat:g If prompted, answer Yes.
verify
configuration
5. Management Verify that netConfig can communicate with the switch.
] Server: Verify $ sudo /usr/TKLC/plat/bin/netConfig getFirmware --
netConfig device=<switch name>
ConneCﬂvny Version: Z.14.32
Image: Secondary
6. Management Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
[] | Server: Back | Cisco 3020 Enclosure Switch (netConfig).

up the switch
configuration
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Procedure 24. HP 6120XG SwitchConfig to netConfig Migration

Step | Procedure Results
7. Management Perform 3.2.4 Replace a Failed 4948/4948E/4948E-F Switch (PMAC Installed)
] | Server: (netConfig), steps 3. through 8.
Restore

configuration

Management Once each HP 6120XG has finished booting from the previous step, verify
Server: Verify | network reachability and configuration.

Conﬂguraﬂon [admusr@localhost ~]$ /bin/ping -w3 <enclosure switch IP>
[admusr@localhost ~]1$ /usr/bin/ssh
<switch platform username>@<enclosure switch IP> Switch# show
run

Inspect the output of show run, and ensure that it is configured as per site

requirements.

[

3.4.10 Configure DSCP Marking Using iptablesADM
This procedure configures DSCP marking using iptablesADM.

Note: DSCP marking set using the QOS procedure Configure QoS (DSCP and/or CoS) on HP 6120XG
Switches may conflict/overwrite marking set using the steps below.

iptableAdm uses a native iptables command with additional TPD driven arguments.

Generic command for DSCP marking:

$ sudo /usr/TKLC/plat/bin /iptablesAdm insert --table=mangle --type=rule --

protocol=[ipv4 |ipv6] --domain=<domain> --chain=<chain> --match='-p [tcpludpl|icmp] -
j DSCP --set-dscp [DSCP value]' —--location=<number> --persist=yes
Where

<table> - For DSCP marking, the table is always = mangle

<domain> - User initiated name for a set of iptables rules. Valid names start with a two-digit number and
then an alphanumeric value; such as 25example.

Note: The domain sets the order of operation.
<match> - This is the native iptables command string.

<chain> - Native iptables set of rules. For the mangle table valid values are: PREROUTING, OUTPUT,
FORWARD, INPUT, and POSTROUTING.

Example 1

Use this command to mark a locally generated outgoing icmp packet with the value of 18:

$ sudo /usr/TKLC/plat/bin/iptablesAdm insert --table=mangle --type=rule --
protocol=ipv4 --domain=<domain> --chain=POSTROUTING --match='-p icmp -j DSCP --set-
dscp 18' --location=1 --persist=yes

e |If no domain has been previously set up this command creates the domain.
o |If persist=yes then the rule is placed in /etc/sysconfig/iptables or /etc/sysconfig/ip6tables

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm show --type=rule --protocol=ipv4d --
table=mangle

The resulting user defined rule can be removed with the command:
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$ sudo /sbin/iptablesAdm delete --table=mangle --type=rule --protocol=ipv4 --
domain=<domain> --chain=POSTROUTING --match='-p icmp -j DSCP --set-dscp 18'

Note: Eitherthe --match'<native iptables command string>' Of the --location=<number> can
be used to delete a rule.

Example 2
Use this command to mark an outgoing packet leaving using the ssh port with the DSCP value 12:

$ sudo /usr/TKLC/plat/bin/iptablesAdm insert --table=mangle --type=rule --
protocol=ipv4 --domain=<domain> --chain=POSTROUTING --match='-p tcp --sport 22 -j
DSCP --set-dscp 12' --location=1 --persist=yes

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm show --type=rule --protocol=ipv4d --
table=mangle

The resulting user defined rule can be removed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm delete --table=mangle --type=rule --
protocol=ipv4 --domain=<domain> --chain=POSTROUTING --match='-p tcp --sport 22 -j
DSCP --set-dscp 12' --location=1 --persist=yes

Example 3

Use this command to mark all outbound traffic on the bond1 interface with a DSCP value of 25:

$ sudo /usr/TKLC/plat/bin/iptablesAdm insert --type=rule --protocol=ipv4d --
domain=<domain> --chain=0UTPUT --table=mangle --match='-o bondl -j DSCP -setdscp
25" --location=1 --persist=yes

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm show --type=rule --protocol=ipv4d --
table=mangle

The resulting user defined rule can be removed with the command:
$ sudo /usr/TKLC/plat/bin/iptablesAdm delete --type=rule --protocol=ipv4d --
domain=<domain> --chain=0UTPUT --table=mangle --match='-o bondl -j DSCP -setdscp
25"

3.4.11 Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig)

This procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure switches to
Cisco 4948/E/-F product aggregation switches or the customer network. Configuring speed and duplex
on the LAG ports turns off autonegotiation for the individual links, and must be performed on both
switches for all participating LAG links. This procedure addresses a known weakness with
autonegotiation on 1GE SFPs and the 6125XLG that causes 1GE links to take longer than expected to
become active.

Prerequisites:
e 3.1 Configure netConfig Repository
e 3.3.5 Configure HP 6125XLG Switch (netConfig)

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 25. Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig)

Step | Procedure

Results

1. Virtual PMAC
[

List configured link aggregation groups on the 6125XLG enclosure switch.
Capture the LAG id connected to the 4948/E/E-F product aggregation switch
or the customer network. In the following example, LAG id 1 is identified as
the 4x1GE LAG requiring speed and duplex configuration.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getLinkAggregation

Interface:
LAGL:
Active Link State: Up

Mode: Active

Virtual PMAC

™

Get the list of interfaces configured for the LAG on the 6125XLG. In the
following example, LAG id 1 is inspected, and is shown to include interfaces
tenGE17-20.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getLinkAggregation id=1
Interface:
LAGL:
Active Link State: Up
Description: ISL to P3-Switch2
LAG Interfaces:
tenGE17: Bundled
tenGE18: Bundled
tenGE19: Bundled
tenGE20: Bundled
Link State: Up
Mode: Active
MTU: 10000
Type: trunk
Untagged Vlan: 1
Vlan Membership: 1-4094

Virtual PMAC

[(]»

Inspect the switch LAG port configurations and verify speed and duplex are
set on the LAG interfaces, as shown in this example:

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
setSwitchport interface=tenGE17-20 speed=1000 duplex=full
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Procedure 25. Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig)

Step | Procedure Results

4. Virtual PMAC Inspect the switch LAG port configurations and verify speed and duplex are
[] set on the LAG interfaces, as shown in this example:

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getSwitchport interface=tenGE17-20

Interface:
tenGEL:
Active Link State: Up
Description: Ten-GigabitEthernetl/1/5 Interface
Duplex: full
Link State: Up
Media Type: N/A
MTU: Unknown
Speed: 1000
Type: trunk
Untagged VLAN: 1
VLAN Membership: 1-4094

3.4.12 Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco
4948/4948E/4948E-F (netConfig)

This procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure switches to
Cisco 4948/E/-F product aggregation switches or the customer network. Configuring speed and duplex
on the LAG ports turns off autonegotiation for the individual links, and must be performed on both
switches for all participating LAG links. This procedure addresses a known weakness with
autonegotiation on 1GE SFPs and the 6125XLG that causes 1GE links to take longer than expected to
become active.

Prerequisites:

e 3.1 Configure netConfig Repository

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
e 3.3.5 Configure HP 6125XLG Switch (netConfig)

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 26. Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-
F (netConfig)

Step | Procedure Results
1. Virtual PMAC List configured link aggregation groups on the Cisco 4948/E/E-F. ldentify the
[] LAG(s) connected to a 6125XLG enclosure switch. In this example, the switch

has 8 link aggregation groups configured, but LAG ID 2 is identified to be

connected to a 6125XLG by 4x1GE LAG uplink.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>

getLinkAggregation
Interface:
LAGL:

Active Link State:

Mode: Active
LAG2:

Active Link State:

Mode: Active
LAG3:

Active Link State:

Mode: Active
LAG4:

Active Link State:

Mode: Active
LAGS:

Active Link State:

Mode: Active
LAGOG:

Active Link State:

Mode: Active
LAGT7:

Active Link State:

Mode: Active
LAGS:

Active Link State:

Mode: Active

Up

Up

Up

Up

Up

Up

Up

Up
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Procedure 26. Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-
F (netConfig)

Step | Procedure Results
2. Virtual PMAC | Get the list of interfaces configured for the LAG. In the following example,
[] LAG id 2 is inspected, and is shown to include interfaces GE9-12.
[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getLinkAggregation id=2
Interface:
LAG2:
Active Link State: Up
Description: ISL to cxeny(en2)-sw2
LAG Interfaces:
GE9: Bundled
GE10: Bundled
GE1ll: Bundled
GE12: Bundled
Link State: Up
Mode: Active
MTU: 10000
Type: trunk
Untagged Vlan: 1
Vlan Membership: 1-6
3. Virtual PMAC Set the speed to 1000 and duplex to full for all LAG interfaces identified in the
[] previous step. Speed should be set to 1000 Mbps. Duplex should be set to
full. In this example, speed and duplex are configured on the interfaces
highlighted by the previous step, GE9-12.
[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
setSwitchport interface=GE9-12 speed=1000 duplex=full
4, Virtual PMAC Inspect the switch LAG port configurations and verify speed and duplex are
[] set as shown in this example:

[admusr@exapmle~]$ sudo netConfig --device=<switch_hostname>
getSwitchport interface=GE9-12
Interface:
GE9:
Active Link State: Up
Description:
Duplex: full
Link State: Up
Media Type: N/A
MTU: Unknown
1000

trunk

ISL to cxeny(en2)-sw2

Speed:
Type:
Untagged VLAN: 1

VLAN Membership: 1-6

<output for remaining interfaces removed to save space>
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Procedure 26. Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-
F (netConfig)

Step | Procedure Results
5. Virtual PMAC: | Repeat steps 2. through 4. for each LAD ID.
[] Repeat

4. Brocade Switch — SwitchConfig Procedures

4.1 Configure Brocade Switches

This procedure configures names, user passwords, and NTP settings for Brocade switches; and backs up
the configuration to the management server hosting PMAC.

Prerequisites:
e 7.1 Configure Initial OA IP

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network
e 9.3 Deploy PMAC Guest

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

Procedure 27. Configure Brocade Switches

Step | Procedure Results
1. OA Shell: Log Log into OA via ssh as root user.
[] into the active login as: root

OA

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.00

Built: 03/19/2010 @ 14:13

OA BayNumber: 1

OA Role: Active
root@10.240.17.51"'s password:

If the OA role is not Active, log into the other OA of the enclosure system.
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Procedure 27. Configure Brocade Switches

Step | Procedure Results
2. OA Shell: Log Run the following command to get Brocade switches bay IDs:
[] into the Brocade > show interconnect list
switch console OA-001F296DB1BB> show interconnect list
BayInterconnect Type Manufacturer Power Health UIDManagement
IP
1 Ethernet Cisco Systems, Inc. On OK Off 10.240.4.70
2 Ethernet Cisco Systems, Inc. On OK Off 10.240.4.71
3 Fibre ChannelBROCADE On OK Off 10.240.4.50
4 Fibre ChannelBROCADE On OK Off 10.240.5.51
5 [Absent]
6 [Absent]
7 [Absent]
8 [Absent]
Totals: 4 interconnect modules installed, 4 powered on.
# connect interconnect <bay id number>
NOTICE: This pass-thru connection to the integrated I/O
console is provided for convenience and does not supply
additional access control.
For security reasons, use the password features of the
integrated switch.
Connecting to integrated switch 4 at 9600,N81...
Escape character is '<Ctrl> ' (Control + Shift + Underscore)
Press [Enter] to display the switch console:
Press Enter twice and login as root user.
swd77 console login: root
Password:
Change passwords for switch default accounts now.
Use Control-C to exit or press 'Enter' key to proceed.
Press Enter to see the prompt.
3. Brocade Switch swd77:root> passwd root
[] Console: Set Changing password for root
root user Enter new password:
passmmwd Re-type new password:
passwd: all authentication tokens updated successfully
Saving password to stable storage.
Password saved to stable storage successfully.
4. Brocade Switch swd77:root> passwd factory
[] Console: Set
factory user
password
5. Brocade Switch swd77:root> passwd admin
[] Console: Set

admin user
password
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Procedure 27. Configure Brocade Switches

Step | Procedure Results
6. Brocade Switch swd77:root> passwd user
[] Console: Set
user password
7. Brocade Switch | The bay ID number is the same number as the one used in step 1. to
[] Console: Set connect:
switch name for swd77:root> switchName bay<bay id number>
the FC switch Committing configuration...
Done.
8. Brocade Switch | Use the enclosure name used during the OA setup, prepended by
[] Console: Set alphabetical character, for example, c505 05 01.
chassis name for swd77:root> chassisName <chassis name>
the FC switch Note: The chassis name must begin with an alphabetical character.
9. Brocade Switch swd77:root> tsclockserver <NTP server ip>
[] Console: Set Updating Clock Server configuration...done.
NTP server on Updated with the NTPservers
the FC switch Make sure the change was applied.
swd77:root> tsclockserver
Active NTPServer 10.250.32.10
Configured NTPServer List 10.250.32.10
10. Brocade Switch swd77:root> configUpload
[] Console: Back Protocol (scp, ftp, local) [ftpl: scp
up configuration Server Name or IP Address [host]: <PMAC IP>
User Name [user]: pmacadmin
File Name [config.txt]:
/var/TKLC/smac/backup/<chassis switch bay>
Section (all]|chassis [all]):
pmacadmin@<ip>‘s password:
configUpload complete: All config parameters are uploaded
where <chassis switch bay>would be 500_05_01_bay3, for instance.
11. Brocade Switch | swd77:root> logout
[] Console: Log Press control + shift + underscore and D to logout from the FC switch
out console.
12. Repeat Repeat steps 2. through 11. for the second Brocade switch.
[]
13. OA: Log out > exit
[]
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4.2 Upgrade Brocade Switch Firmware

This procedure upgrades firmware for the Brocade switches. The procedure covers either 4/24 or 8/24
Brocade switches.

Prerequisites:

e 7.1 Configure Initial OA IP

Needed Material

e HP MISC firmware 1SO image

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.

The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.6.x is release 2.2.12.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.

4.3 Configure Zones in Brocade Switches

This optional procedure should be applied to both Brocade switches that are part of the same enclosure.
Zone settings have to be the same for both switches.

This procedure is optional. Skipping this procedure allows switches to connect to all ports.

Note: This procedure should be used with requirements provided by the application. There are general
guidelines typically used, but the application documentation is the authoritative source:

e The rules for the zone configuration: There should be one zone per one storage array in the fibre
channel switch.

e Identical zones need to be created in each Brocade in the same enclosure.

e The members of such zone are all ports from the management storage array and all servers that
need access to it.

e Be sure to create zones for all management storage array controllers. If a Brocade port is notin a
zone, then it cannot communicate.

¢ After configuring specific zones, create another catch-all zone that covers the rest of the devices.
Prerequisites:

e 4.1 Configure Brocade Switches

e Know the network cabling and SAN requirements by blade server

If a step fails to execute successfully, stop and contact Error! Bookmark not defined. for assistance.
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Procedure 28. Configure Zones in Brocade Switches

Step | Procedure Results

1. OA GUI: Log 1. Navigate to Enclosure Information > Interconnect Bays > Brocade ... >
[] into the OA and Management Console.
select the Fibre
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The Fibre Channel console loads.
2. Login as the administrative user.

Fibre Channel | Navigate to Zone Admin.
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